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Abstract—Hepatocellular carcinoma, also known as liver
cancer, is characterized by a large number of several types of
indications. The HCC Dataset, data visualization and
GridSearchCV hyper-parameter on the Kaggle website are used
to determine the most important indicators. Using Logistic
Regression, Support Vector Machine, K-nearest neighborhood,
Naive Bayes and Random Forest machine learning algorithms,
the method with the best prediction results is selected.
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I. INTRODUCTION

Hepatocellular carcinoma (HCC) accounts for 80% (90%
in the US) of liver cancer, the second leading cause of cancer-
related deaths worldwide [1], [2]. HCC often manifests as
chronic liver disease or is detected in patients with cirrhosis.
HCC is annually found in about one million people in the
world [1], [3]. According to recent data, HCC is estimated to
be one of the most common fatal cancers in the world, causing
more than 600,000 deaths every year [4], [5]. from the
quantity of the interval of admissible controls are given.

HCC is represented with a large number of clinical
indicators, critical situations defined by clinical signs, and
there are no clear, unambiguous criteria for its diagnosis and
treatment [1]. The fact that numerous indicators characterizing
the critical situations of HCC are of different types and
unstructured create the possibility of errors in making
decisions regarding its diagnosis and forecasting. HCC-
related data analysis shows that in terms of abundance of
information, the doctor has to make a decision by referring to
some of this information. As a result, errors occur in
physicians’ decisions determined by certain combinations of
a large number of indicators and clinical symptoms.

To eliminate the problem, it is necessary to create the
knowledge-based intelligent systems (health decision support
systems) as a more effective tool for the collection, storage,
manipulation of the knowledge of experienced medical
experts, as well as for the HCC diagnosis on each specific data
set and for making adequate decisions. These systems are used
for HCC diagnosing and staging, choosing a more effective
treatment method, HCC prediction, etc. In recent times, along
with the creation of clinical decision support systems based on
the knowledge of medical experts, there has been an increased
effort on research in the field of disease prediction by referring
to databases collected about clinical patients. These systems
perform disease diagnosis and prediction with reference to
machine learning and deep learning methods.

This paper proposes an algorithm for applying machine
learning methods for predicting HCC based on more
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important indicators by visualizing the indicators
characterizing HCC.

II. MODEL AND METHODS

Currently, scientific literature includes a certain number of
studies on the development of intelligent systems for the
detection, diagnosis and treatment of liver diseases [6]—[8],
however little attention has been paid to the diagnosis and
prediction of HCC. Nevertheless, these studies are conducted
in two directions as in a number of other diseases, in
accordance with the trend of applying artificial intelligence
methods in this segment. The first direction includes the
development of traditional medical expert systems for the
diagnosis and treatment of HCC. The development of these
systems is based on decision-making with reference to the
knowledge of medical experts, or rather, evaluation of the
patient’s condition based on evidence-based medicine and
selection of the appropriate outcome. Such systems, while
representing all the advantages inherent in traditional ESs,
prevent physician errors as a desktop tool. Within the
framework of the development of such a system, we proposed
a conceptual model of the intelligent system for the HCC
diagnosis by referring to the knowledge of a physician-expert
in [9], and elaborated the principles of creating a system for
HCC diagnosis based on fuzzy rules in [10]. [11] presents the
working principle of the blocks of the HCC diagnosis system,
including the knowledge transformation and the knowledge
base functionalization.

The second line of research on the diagnosis and
prediction of HCC is based on collected clinical databases of
received patients. By using such data, the forecasts according
to various indicators, knowledge extraction, and new rules
creation are performed on the basis of machine learning
methods. With reference to such a base, [S5] performs
clustering to evaluate the main HCC patient groups, and
evaluates the survival prognosis for these groups based on the
K-means cluster and the SMOTE algorithm. [3] is dedicated
to the possibilities of complex application of artificial
intelligence methods for the prevention of HCC risk. In
addition to the importance of applying machine learning and
deep learning methods for the diagnosis and prediction of
HCC, it shows the significance of referring to various data
sources, including electronic health record data, visualization
methods, histopathology and molecular biomarkers, to
increase the accuracy of the prediction. It also provides the
possibilities of complex application of artificial intelligence
methods to standardize various data and generalize results,
improve interpretability.

We highlight the results of our research using machine
learning methods such as Logistic Regression (LR), Support
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Vector Machine (SVM), Random Forest (RF) and the HCC
Dataset taken from the Kaggle website for the HCC prediction
in [12]. The use of the RF method, which provide better
performance due to the prediction accuracy, in the creation of
the HCC prediction system is justified.

It should be noted that a number of problems still need to
be solved in the prediction of HCC by machine learning
methods. One of them is related to the large number of clinical
signs, which is the main obstacle in the process of creating
new rules and extracting new knowledge from the collected
data. This paper considers the solution to the problem of
“removal” of more scattered parameters to reduce the amount
of data in the selected database, proposes an algorithm for
predicting HCC based on machine learning methods with
reference to the main parameters, and compares the results.

III. PROBLEM SOLVING

49 characteristic/attribute data of 165 patients in the HCC
Dataset retrieved from the Kaggle platform are used to select
the machine learning algorithm to build the HCC prediction
system (figure 1). The database is formed from the data of 165
clinical patients suffering from HCC at the Hospital of the
University of Portugal. The database includes 49
characteristics (clinical signs) recommended by the European
Association for the Study of the Liver - European
Organization for Research and Treatment of Cancer.
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Fig. 1. HCC Dataset fragment [13]

Thus, the determination of the accuracy of the machine
learning algorithms by reducing the number of indicators for
the prediction of HCC and the selection of the algorithm
performing a more accurate result are implemented according
to the following steps:

A. .Data Preprocessing.

This step checks the relationships among the data in the
HCC Dataset, and performs the cleaning of unrelated and
scattered data by user intervention (figure 2). Therefore, this
process is sometimes called base cleaning.
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Fig. 2. Types of data in the HCC Dataset

Pandas [14] and NumPy [15] libraries are used to make the
database useful. Out of 49 attributes in this database, 23 are
quantitative and 26 are qualitative. The data characterizing the
target class of the base takes the values 0 (death) and 1
(survival). Data of different types (object, int) in the base are
brought to the same type (float) (figure 3).
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Fig. 3. Data standardization in the HCC Dataset

Using correlation heatmaps, both linear and non-linear
relationships between data in the HCC Dataset are determined
(figure 4).
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Fig. 4. Correlation heatmaps illustrating the data relationship in the HCC
Dataset

B. Data Visualization

In the reference database, a match is determined between
the data according to the target class (0-“death”, 1 -
“survival”). In this regard, data visualization is performed.
Figure 5 shows a visual representation of the correlation
among “Age”, “Albumin”, “Total Bil” attribute.

1 sns.pairplot(df2, hue='Class’,
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Fig. 5. Visual representation of correlation among “Age”, “Albumin”,
“Total_Bil” attribute.

According to the visualization result, unrelated data are
determined, they are “removed” from the database with the
participation of the user (doctor), and the problem solution
continues on 22 attribute (figure 6).

1 X = X[:,[5,6,7,10,11,13,14,15,18,17,18, 19, 20,21, 22,23, 26,27, 28,29,31,32, 35,36,44] ]
1 #X train,X test,y train,y test=train_test split(X,y,random state=g)

3 X train, X test, y train, y test = train_test split(X, y, test_size = 8.20, random state = 42)

Fig. 6. Relationship visualization through Correlation heatmaps among the
22 most important attribute in the HCC Dataset

Training the model is an important step to get good results
and to find correlations among data and to “avoid” unrelated
data. To avoid overfitting and underfitting of the model, 80%

of the data are selected as training data and the remaining 20%
as testing data.

It is assumed that a ratio of 80/20 of training and test data
will be sufficient to achieve good classifier accuracy. In order
to properly use the database and obtain the highest accuracy,
we use the evaluation criteria presented in [14].

C. Classification

This step classification and error matrix criteria
determination. KNN, Naive Bayes, SVM, RF and LR machine
learning algorithms are used to perform classification based
on GridSearchCV parameters. For evaluating the classifiers’
detection performance in machine learning, precision, recall,
false positive rate (FPR), true positive rate (TP), f-measure,
and accuracy criteria are used.

Precision (P) denotes the proportion of the number of true
positives to whole predicted positives as follows:

Here: Tp denotes the number of data related to correctly
classified prediction.

Fp denotes the number of data unrelated to a misclassified
prediction.

Recall (R) is defined as the proportion of the number of
true positives to all actual positives is calculated using the
following formula:

Where: Fn is the number of data unrelated to the prediction
classified as errors.

F1-Score is defined as the harmonic mean of the recall and
precision, and is calculated by the following formula:

PxR
P+R

Fl=2x

Accuracy is defined as follows:

e T, +T,
T,+T,+F,+F,

D. Analysis of the Results

Analysis of the results obtained by applying machine
learning algorithms. Prediction results based on KNN, Naive
Bayes, SVM, RF and LR machine learning algorithms are
analyzed. Jupiter program is used in the Anaconda
environment for this.

Figure 7 illustrates the values of the accuracy matrix
criteria and the results of the accuracy criteria obtained from
the application of the classifiers.
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F1 Score Recall Accuracy Mean

Machine learning algorithms

KNN(K=5) 0631579 06 0666667 0.632749

Logistic Regression 0.600000 06 0619048 0.606349
SVM 0571429 06 0.571429 0.580952

Random Forest 0.900000 0.9 0904762 0.901587
Naive Bayes 0.615385 08 0523810 0.646398

Fig. 7. TIllustration of the accuracy criteria obtained from the classification

E.  Comparison of Results.

According to the results obtained, RF algorithm performs
better in terms of accuracy, and it is appropriate to use it in the
HCC prediction system. It should be noted that in [12], that is,
in the experiment conducted without visualization in the
selected base, the RF algorithm performed better results for
HCC prediction too.

To check the visualization accuracy, Table 1 presents the
comparison of the results obtained in the present study with
the results obtained without visualization, more precisely,
those obtained in [12].

TABLE L. PREDICTION ACCURACY (NON-VISUALIZATION AND
VISUALIZATION) BASED ON DATA RETRIEVED FROM KAGGLE COMPANY
HCC DATASET
Machine learning Non-visualiza- Visualization

algorithms tion [12]
Logistic Regression 76,19 60,63
SVM 76,19 58,09
Random Forest 90,48 90,18

As the table shows, the result obtained by the RF machine
learning algorithm with respect to others is almost the same as
the result obtained in [12]. This shows that the RF algorithm
is more tolerant to visualization in terms of prediction
accuracy, it shows the precision of the visualization, and
justifies the feasibility of using RF in the HCC forecasting
system once again.

IV. CONCLUSION

The article presented an algorithm for selecting a machine
learning method performing better by ‘“removal” more
“scattered” data and selecting more significant indicators in
the Kaggle company HCC Dataset. 22 attribute out of the 49
attribute were selected as more significant based on the
visualization of their correlation with one another according
to the target class (0-death, 1-survival) in the HCC Dataset.
The application of KNN, Naive Bayes, RF, SVM and LR
machine learning methods to predict HCC based on 22 more
important parameters was given in stages. The use of the RF
algorithm in the HCC forecasting system was justified and it
was estimated to be more tolerant to the “removal” of
“scattered” data from the database.

Selection of more important indicators from the HCC
Dataset, reducing the number of indicators characterizing
clinical patients allowed obtaining new rules for predicting
HCC, which is important for supporting physician decisions.

Development of new prediction rules based on data from the
HCC Dataset is one of the issues to be solved in our further
research.
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