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1 Introduction 

Recently, the exponential growth of the large amounts of real-time data has made it 
harder for the many oil operators to get valuable information from these data (Feblowitz, 
2013; Marz and Warren,  2015; Basanta-Val et al., 2016). In most cases, data analysis, 
upgrading of the facilities designed for oil wells are carried out on the basis of human 
intervention. Here, because of the more time spent on usual analysis, experts are facing 
delays in the required decision-making process for the optimisation of wells. Moreover, 
despite considerable effort and a broad range of new approaches to safety management 
over the years, the oil and gas industry cannot minimise the high rate of injuries and 
fatalities among personnel. For discovering reasons of such accidents vast amounts of 
data have been collected in oil and gas sector. But the highly customised collection of this 
data within the sector, the existence of written responses and fragmented nature has 
created a problem for discovering patterns of these accidents. 

Currently to overcome these problems the automatic processing of data is carried out 
by means of big data technology (Aliguliyev et al., 2016; Basanta-Val et al., 2015; Lv, 
2017; Congosto et al., 2017). 

Big data is quite a complex term, covers application issues of new means and 
methods to large-scale data analysis, which analysis of these data is considered to be 
impossible to carry out via traditional methods. Generally, big data is the data set, which 
has fairly large and complex structure, and their processing needs advanced data storage, 
management, analysis, and visualisation tools. 

As in many industrial sectors, in the oil and gas sector, there is a great revival to 
promote initiatives in this regard. By most accounts, the oil and gas industry’s data is 
already ‘big’. Modern oil and gas seismic data centres can easily contain as much as  
20 petabytes of information. Current estimates suggest that the total amount of digital 
data in the world including things like books, images, e-mails, music, and video is 
doubling every 2–3 years (Lohr, 2012). 

In some sources, big data is considered as a component of the social ecosystem (Shin 
and Choi, 2015). Socio-technical problems of big data cover issues about the creation of 
heuristic guidelines and strategies for the development of society. In many countries, big 
data initiatives are adopted. Thus, in Korea MSIP (Ministry of Science, ICT, and Future 
Planning) established a new big data centre in 2014, and further plans exist to rebuild a 
real-time collection and analytics system that can collect and analyse text-based social 
network data, stream of audio and video data and data from the Internet of Things (Shin, 
2014). These initiatives have been designed to expand connections among government, 
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industry, and social agency organisations. For example, the centre connects its online 
platform with a government data portal service that stores national statistics and other 
public information. 

Software and technologies are as significant as infrastructure. Most efforts so far have 
been concentrated on the development of crowdsourcing, data fusion and integration, 
genetic algorithms, machine learning, natural language processing, signal processing, 
simulation, time series analysis, visualisation, massive parallel-processing databases, 
search-based applications, data-mining grids, distributed file systems, distributed 
databases, cloud-based infrastructure (applications, storage, and computing resources), 
and the internet. 

There are numerous multidisciplinary problems of big data technology in the oil and 
gas industry (Nicholson, 2012) and has been widely used in solving problems such as 
optimal management of wells and reservoirs (Crockett and Kurrey, 2014), to ensure the 
health and safety in the organisation (Pettinger, 2014), to carry out geological exploration 
(Binotto et al., 2014) and others. 

In this paper, multidisiplinary problems of big data technology in oil and gas industry 
are analysed. Application capabilities of big data technologies in issues such as reducing 
the exploitation risks, crude oil price forecasting, optimal management of the oil wells, 
health and safety ensuring in the organisation, overcoming environmental problems and 
so on are investigated. 

2 Big data 

The discussions were held with regard to big data in mass information media shown that 
there was no exact definition of big data. Clearly, size is the first characteristic that comes 
to mind considering the question ‘what is big data?’ (Gandomi and Haider, 2015). Here 
the structured data is just a small subset of a big data; the largest component of big data is 
unstructured data in the audio, image, video, and text form. The volume of data, rate 
(velocity) at which data are generated and so on are essential characteristics of big data. 
Recently the three V’s (volume, variety, velocity) have emerged as a common framework 
to describe big data. For example, Gartner Corporation defines big data in similar terms 
as: 

“Big data is high-volume, high-velocity and/or high-variety information assets 
that demand cost-effective, innovative forms of information processing that 
enable enhanced insight, decision making, and process automation.”  
(IT Glossary, Gartner) 

Similarly, TechAmerica Foundation defines big data term as: 

“Big data is large volumes of high velocity, complex, and variable data that 
require advanced techniques and technologies to enable the capture, storage, 
distribution, management, and analysis of the information.” (TechAmerica 
Foundation Big Data Commission) 

Here volume refers to the magnitude of data, variety refers to the structural heterogeneity 
in a dataset, and velocity refers to the rate at which data are generated and the speed at 
which it should be analysed. 
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3 The distinguishing factors of big data from traditional technologies 

Energy sector and some other organisations have been aspiring to for a long time to make 
better decisions. What is changing, however, these decisions are made via big data type 
questions are always concerns the people. First, big data differs from traditional 
approaches on account of the three V’s: volume, velocity, and variety. 

Traditionally, data collection was implemented on sampling and trying to make the 
collected data from that sample as accurate as possible. By contrast, the move towards 
big data has led to a much greater tolerance for messiness and imprecision. This more 
relaxed approach to vagueness has been compensated, however, by much larger volumes 
of data. 

This technology enables to make more accurate decisions in real-time on the basis of 
more data. Here this data is coming from a wider variety of sources and in an 
increasingly broad array of formats. The data type can appear as digital and analogue 
form. The data fusion capability of big data technology makes it more and more possible 
to bring together disparate sources of data to glean fresh insights that nobody predicted 
(Big Data, 2014). 

4 Data collection in big data 

Traditional data sets have historically needed to be fairly structured, orderly, and static. 
Digital information in the era of big data is collecting frequently noisy, messy, raw, 
unstructured and dynamic. 

Recently several new technologies have also developed, that can collect large 
volumes of data to manage industrial risks. In recent years, there has been a proliferation 
of new wearable devices such as watches, rings, glasses and heads-up displays for 
consumers. These wearable devices will enable experts to help less experienced industrial 
workers in oil and gas operational settings all around the world. For example, a relatively 
inexperienced worker at an oil and gas operating facility can wear special safety glasses 
equipped with a camera, microphone, speaker and wireless antenna to send via live data 
feed information about their surroundings and the system around them to some kind of 
central command centre staffed by seasoned veterans. In this case, the more experienced 
personnel can advise their less experienced colleagues on the specifics of their situation, 
thereby imparting the wisdom and experience of the more senior staff member without 
actually having them physically present at the site. 

Application of wearable devices and big data methods to the HSE (health, safety, and 
environment) sector of oil and gas industry gives high advantages to the operation of this 
sector (Figure 1) (Tan et al., 2016; Frenzel, 2003): 

1 monitoring in real-time how workers move and carry out their operations and 
environmental data 

2 management can get useful insight into their health and potential environmental risks 

3 experienced workers can give advice to workers on how to carry out safe operations 

4 enable workers to collaborate with different functions to carry out delicate tasks. 
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Figure 1 Big data devices for HSE 

 

5 Big data analytics 

Big data is unlocked only when leveraged to drive decision making. To enable such 
decision making, entities need efficient means to turn high volumes of fast-moving and 
diverse data into meaningful insights. The overall process of extracting insights from big 
data can be broken down into five stages (Figure 2). These five stages form the two main 
sub-processes: data management and analytics. Data management involves processes and 
supporting technologies to acquire and store data and to prepare and retrieve it for 
analysis. Analytics, on the other hand, refers to techniques used to analyse and acquire 
intelligence from big data. For this reason, big data analytics can be viewed as a sub 
process in the overall process of ‘insight extraction’ from big data. 

Figure 2 Big data processes 
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There are big data analytical techniques for analysing structured and unstructured data. In 
Gandomi and Haider (2015) these analytical techniques are divided into five categories 
(Figure 3). 

Figure 3 Big data analytics techniques 
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6 Multidisciplinary problems of big data technologies in the oil and gas 
industry 

Big data is widely used in production operations, logistics, supply chain, oil and gas 
industry, risk-reducing areas (Schlegel and Trent, 2014; Jeske et al., 2013; Saenz and 
Revilla, 2014; Griffith, 2014). Thus, in Li et al. (2015), with the use of big data generated 
in the online environment on the basis of GSVI (Google search volume index) the crude 
oil price forecasting approach by considering the interest of investors is proposed. Here 
multiple data sources from the Google Trends, Energy Information Administration (EIA) 
website and Commitments of Traders (COT) reports by CFTC, are used to examine the 
relationship among investor attention, trading positions, and crude oil prices for  
2004–2014 years. All data series covers the period from January 2004 through June 2014 
at a weekly frequency. The value of GSVI at the week t is defined as follows: 
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where ,iK tS  represents the search volume of the specific term, Ki at week t. 
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represents the search volumes of all terms during time t in Google. After extracting the 
GSVI series based on different search terms, the selection of GSVI series that most 
represents investor attention on crude oil price dynamics are considered. For this purpose, 
here descriptive, correlation and stability analysis is used. 

Big data has a significant impact on reducing risks and cost optimisation associated 
with operations in HSE sector (Baaziz and Quoniam, 2013): 

 prevention of accidents in drilling process 

 prediction of time for maintenance of wells, optimisation of drilling parameters and 
failure prevention 

 by using weather and labour resource planning data prevention arising from 
dangerous working conditions for workers and the reduction of environmental risks. 

In Tan et al. (2016) application opportunities of big data and forecasting analytics in 
reducing the exploitation risks in the oil and gas industry are investigated and a research 
agenda toward improving its health and safety performance is offered: 

 overcoming technical, economic or organisational barriers for big data technologies 
to be applied to the oil and gas industry’s HSE-related challenges 

 reduce the use of cloud computing in the application process of big data in oil and 
gas industry 

 to make the application of big data analytics tools possible reduce the use of cloud 
computing which allows bringing together the myriad HSE-related data sets in the 
oil and gas sector 

 overcome legal, political or organisational barriers for big data technologies to be 
applied to the oil and gas industry’s personnel records en route to discovering  
HSE-related trends. 

Any type architecture designed for the management of big data must take into account all 
characteristics (e.g., volume, velocity, etc.) of big data (Begoli and Horey, 2012). 
Architectures must consider following requirements: 

1 architecture must store and expose big datasets containing historical data 

2 architecture must gather and expose run-time data. 

In most proposed new architectural models mainly trying to address the  
above-mentioned problems. In Martínez-Prieto et al. (2015), the architecture titled as 
service-online-index-data architecture (SOLID) allowing to collect, store and use of big 
data in real-time is proposed (Figure 4). 

Here both of the requirements above claimed for big data architectures are taken into 
account. In order to improve the quality of database integration and management of the 
data under general model is carried out. For the effective integration of data, a  
graph-oriented resource description framework (RDF) model is used. SOLID is a  
high-performance architecture for real-time systems managing big semantic data, i.e., big 
RDF datasets. Figure 4 illustrates the SOLID configuration. The content tier is the central 
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data core and groups three layers. The big semantic data is preserved on a data layer 
which realises a data store for serialised RDF. The index layer is built on top of the data 
layer and is responsible for providing indexed fast access to the big semantic data. This 
ensures efficient query resolution, typically through SPARQL, the de facto standard for 
querying RDF. Therefore, the combination of these two layers brings a competitive 
solution for the first aforementioned challenge: storing and serving big semantic data 
containing historical data. The online layer realises the gathering of run-time data. The 
merge tier integrates the run-time data into the big semantic data; the service tier 
implements the indexation process. 

Figure 4 The solid architecture (see online version for colours) 

 

Perrons and Jensen (2015) examines existing data management practices in the upstream 
oil and gas industry, and compares them with big data techniques that have emerged in 
organisations recently. The paper then offers suggestions and recommendations for the 
ways to extract more value from data. 

Oil and gas companies, collect and analyse the data from different resources as 
follows (Hamzeh, 2017): 

 collecting data from different sensors during drilling stage 

 traditional enterprise data from operational systems 

 social media 

 web searching designs 

 demographic data 

 historical oil and gas exploration, delivery, and pricing data (e.g., log files). 

In the meeting, todays need of petroleum industry the data management (using big data 
platforms), integration, collaboration and performance management of data coming from 
various sources is considered too much important. Many studies have already taken 
measures in this direction. In Abadie and Beggs (2013) is offered streaming data 
architecture that is capable of processing and analysing big data and smart oilfield data in 
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real-time. Further, the architecture supports the continuous, streaming integration of any 
and all of an organisation’s sensor data, operational platforms, and data warehouses 
(Figure 5). The approach aggregates and analyses live, streaming data on the fly, without 
the need to store the data first. 

Here sensors are the most common source of streaming, real-time data. But any static 
data source such as log files and database can be used. Incoming data from sensors after 
processing in stream data management platform transmitted to the existing databases. 

Figure 5 Stream data processing architecture 

 

In the oil and gas industry data coming from many different sources forms the data lake. 
Without data management, cleansing, integration and governance, a data lake can become 
data swamp. Data swamps cannot be guaranteed to be reliable in quality, lineage, and 
security. To overcome this problem in (Brulé, 2015) conceptual model titled as data 
reservoir is proposed. The main goal of this model is to provide management, tracking, 
cleaning and integration of data. In data reservoir model data processing can be 
performed in three analytical ways: 

1 structured analytics 

2 real-time analytics 

3 deep insight analytics. 

Oil and gas companies anticipate IT security breaches by using predictive analytics and 
bolstering security with data from the global protection systems including video 
monitoring, access control and anti-intrusion (Feblowitz, 2013). Also, deploying complex 
event processing (CEP) technology to monitor security concerns in the oil and gas 
industry in real-time is considered as urgent issues (Singh et al., 2015). In this regard, 
mainly the following operations are carried out: 
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 combining data from multiple sources to infer events or patterns that indicate a 
current or imminent threat 

 making faster decisions, supported by faster delivery of decision support 
information, to identify possible threats 

 prediction and prevention of cyber-terror acts. 

Data quality is often cited as being the major challenge in computerisation of processes in 
the oil and gas industry. In Cameron (2014), the data quality problem is divided into three 
areas: 

1 Boredom and bloat: routine, uninteresting, static and unchanging information. 

2 Noise: background data that obscures and hides information. Unclear or  
non-standard definitions that introduce and reinforce semantic noise. 

3 Rubbish: incorrect, corrupted data and missing data. 

Summarising above mentioned problems list of multidisciplinary issues of big data 
technologies in the oil and gas industry can be described as follows (Table 1). 

Table 1 Multidisciplinary problems of big data in the oil and gas industry 

Subject area Application problem Literature 

Exploitation risk 
mitigation 

Big data and predictive analytics were used in 
mitigation of exploration risks in oil and gas industry. 

(Griffith, 2014; 
Tan et al., 2016) 

Accurate 
forecasting of 
crude oil prices 

Determination of relationship among investor attention, 
trading positions, and crude oil prices. 

(Li et al., 2015) 

Ecological 
problems of big 
data 

Big data’s social and technical problems cover 
developing issues of heuristic guidelines and strategies. 

Analysis of big data phenomenon in terms of  
socio-technical systems theory is provided. 

(Shin and Choi, 
2015) 

Development of 
real-time big data 
architectures 

Any type of architecture designed for the big data must 
take into account big data database which stores and 

exposes big datasets containing historical data; 
furthermore it must gather and expose run-time data. 

Here the architecture titled as SOLID allowing to 
collect, store and use of big data in real-time is 

proposed. 

(Martínez-Prieto 
et al., 2015; 
Abadie and 

Beggs, 2013) 

Continued 
improvement of 
the processing 
rate of 
computational 
devices 

For the development of ever more powerful 
microprocessors the importance of continued progress 

in miniaturising their components are noted. 

(Ball, 2000) 

Acquisition of 
structured data 
from unstructured 
data. 

By representing big data sets as networks of 
geometrical nodes and edges so that the data can be 

rationalised using a suite of mathematical tools known 
as topological data analysis (TDA). Simply put, TDA is 

a way of getting structured information out of the 
unstructured data so that machine learning algorithms 

can be applied to it. 

(Carlsson, 2009; 
Ouellette, 2013) 
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Table 1 Multidisciplinary problems of big data in the oil and gas industry (continued) 

Subject area Application problem Literature 

Development of 
big data 
application 
platforms. 

The development of big data software platforms setup 
on the basis of Google’s MapReduce or its open-source 
rival Apache™ Hadoop systems. These tools make it 
possible to break large data sets into smaller chunks 

and distribute them to several computing devices. The 
results of the calculations arising from each of the 

smaller chunks can then be reintegrated at the end of 
the process. This approach frequently uses cloud 

computing infrastructure as a platform for transferring 
these data chunks to different computing devices and 

then bringing back the results. 

(Schönberger 
and Cukier, 

2014) 

Reducing costs to 
data storage 

For reliable storage of personal files, consumers are 
increasingly turning towards the Internet. Services like 
Dropbox, Google Drive, and Amazon Cloud Storage 

are making it easier for people to not only backup 
documents and photos but also share across multiple 

devices. These services also provide redundant storage. 

(Komorowski, 
2014) 

Optimal 
management of 
oil wells 

The ways to the implementation of the data analysis via 
automated methods is proposed. 

(Crocket and 
Kurrey, 2014) 

Ensure the health 
and safety of the 
organisation 

For this reason, the injury metrics and safety metrics 
are defined. 

(Pettinger, 
2014) 

Big data and 
cloud computing 
convergence 

Recently integration big data with the cloud computing 
has gained great popularity. Here the possibility 

reliable access to the data repository allows users to 
store and share data in the cloud. This reduces the need 

of the user to the power and cost of the computing 
device and simplifies the complexity of the 

architecture. 

(Intel IT Center, 
2015) 

Logistics Global courier company DHL for early detection of 
potential risks related to weather conditions, influenza 

outbreaks in its supply chains used big data technology. 

(Jeske et al., 
2013) 

Data quality Approach to improve data quality is proposed. (Cameron, 
2014) 

Data management For the efficient data management conceptual data 
reservoir model is proposed. 

(Brulé, 2015) 

Security The approach deploying complex event processing 
(CEP) technology to monitor security concerns in the 

oil and gas industry in real-time is proposed. 

(Singh et al., 
2015; Cloud 

Security 
Alliance, 2013) 

7 Conclusions 

Oil and gas companies to overcome technical difficulties in the problems faced in their 
everyday activities, in upgrading performance indices to explore the potential of big data 
technology should create collaboration between multidisciplinary research directions. 
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Although the rapid increase of big data uses in state and research area there is not 
approved any official standard which ensures interoperability of big data systems. The 
main purpose of the application of interoperability standard is to eliminate problems as 
the determination of the transparent source of the data, carrying out of data exchange 
among multiple domains, integration and analysing of data. 

To ensure privacy in big data environment in leading countries around the world is 
adopting various documents. The main purposes of these documents are allowing 
collection and use of personal data without permission of the person. In this regard, for 
example, the Korea Communications Commission released big data privacy guidelines in 
2014 that allow industries to collect and use an individual’s private information and 
history without consent. 
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