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With the rapid growth of information on the Internet and electronic government recently, automatic
multi-document summarization has become an important task. Multi-document summarization is an
optimization problem requiring simultaneous optimization of more than one objective function. In this
study, when building summaries from multiple documents, we attempt to balance two objectives, con-
tent coverage and redundancy. Our goal is to investigate three fundamental aspects of the problem, i.e.
designing an optimization model, solving the optimization problem and finding the solution to the best
summary. We model multi-document summarization as a Quadratic Boolean Programing (QBP) problem
where the objective function is a weighted combination of the content coverage and redundancy objec-
tives. The objective function measures the possible summaries based on the identified salient sentences
and overlap information between selected sentences. An innovative aspect of our model lies in its ability
to remove redundancy while selecting representative sentences. The QBP problem has been solved by
using a binary differential evolution algorithm. Evaluation of the model has been performed on the
DUC2002, DUC2004 and DUC2006 data sets. We have evaluated our model automatically using ROUGE
toolkit and reported the significance of our results through 95% confidence intervals. The experimental
results show that the optimization-based approach for document summarization is truly a promising

research direction.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Interest in text summarization started with advent of on-line
publishing and the increased impact of the Internet and electronic
government (e-government) services (Hung, Tang, Chang, & Ke,
2009). With the growing popularity of the Internet and e-govern-
ment services (for example, electronic document management sys-
tems) a huge amount of electronic documents are available online.
The increasing amount of electronic documents has led to informa-
tion overload. In this case, the user due to the large amount of
information does not read many relevant and interesting docu-
ments. Text summarization is an issue to attack the information
overload problem. Text summarization refers to the process of tak-
ing a textual document, extracting content from it, and presenting
the most important content to the user in a condensed form and in
a manner sensitive to the user’s or application needs. To achieve
this goal, text summarization systems should identify the most
salient information in a document and convey it in less space than
the original document. Therefore, the text summarization has been
used as the useful tools in order to help users efficiently find useful
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information from immense amount of information (Ko & Seo,
2008; Mani & Maybury, 1999; Ouyang, Li, Li, & Lu, 2011). Text sum-
marization helps to simplify information search and reduce the
search time by pointing the most relevant information that allows
users to quickly comprehend the information in a large document
(Kutly, Cigir, & Cicekli, 2010; Mani & Maybury, 1999; Wan & Xiao,
2010).

Automatically generating summaries from large text corpora
has long been studied in both information retrieval and natural
language processing (NLP). There are several types of text summa-
rization tasks. Document summaries can be classified into different
types according to different dimensions. For example, extractive
summarization can be either generic or query-relevant. Generic
document summarization should reflect the major content of the
documents without any additional information and prior knowl-
edge. Query-oriented document summarization should focus on
the information expressed in the given queries, i.e. the summaries
must be biased to the given queries (Kutlu et al., 2010; Mani &
Maybury, 1999; Tang, Yao, & Chen, 2009; Wan & Xiao, 2010).

Depending on the number of documents to be summarized, the
summary can be a single-document or a multi-document (Wan &
Xiao, 2010). Single-document summarization can only condense
one document into a shorter representation, whereas multi
-document summarization can condense a set of documents into
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a summary. Multi-document summarization can be considered as
an extension of single-document summarization and used for pre-
cisely describing the information contained in a cluster of docu-
ments and facilitate users to understand the document cluster.
Since it combines and integrates the information across docu-
ments, it performs knowledge synthesis and knowledge discovery,
and can be used for knowledge acquisition. It differs from single
document summarization in that it is important to identify differ-
ences and similarities across documents (Kutlu et al., 2010; Mani &
Maybury, 1999; Ouyang et al., 2011).

Automatic document summarization methods can be divided
into two categories: supervised and unsupervised methods. Super-
vised methods are based on algorithms that use a large amount of
human-made summaries, and as a result, are most useful for doc-
uments that are relevant to the summarizer model. Thus, they do
not necessarily produce a satisfactory summary for documents
that are not similar to the model. In addition, when users change
the purpose of summarization or the characteristics of documents,
it becomes necessary to reconstruct the training data or retrain the
model. Unsupervised methods do not require training data such as
human-made summaries to train the summarizer (Kutlu et al.,
2010; Mani & Maybury, 1999).

There are two types of summarization: extractive summariza-
tion and abstractive summarization. Extractive summarization se-
lects the important sentences from the original documents to form
a summary, while abstractive summarization paraphrases the cor-
pus using novel sentences. Extractive summarization usually ranks
the sentences in the documents according to their scores calcu-
lated by a set of predefined features, such as term frequency-in-
verse sentence frequency (TF-ISF), sentence or term position, and
number of keywords. Abstractive summarization usually involves
information fusion, sentence compression and reformulation.
Although an abstractive summary could be more concise, it re-
quires deep NLP techniques (Kutlu et al., 2010; McDonald, 2007;
Ouyang et al., 2011; Wang, Li, & Weise, 2010). Therefore, extractive
summaries are more feasible and practical. In this paper, we focus
on extractive multi-document summarization.

Extractive document summarization clearly entails selecting
the most salient information and putting it together in a coherent
summary. The summary consists of multiple separately extracted
sentences from different documents. Obviously, each of the se-
lected sentences should individually be important. However, when
many of the competing sentences are included in the summary, the
issue of information overlap between parts of the output comes up,
and a mechanism for addressing redundancy is needed (Chali, Ha-
san, & Joty, 2011). Therefore, when many of the competing sen-
tences are available, given summary length limit, the strategy of
selecting best summary rather than selecting best sentences be-
comes evidently important. Selecting the best summary is a global
optimization problem in comparison with the procedure of select-
ing the best sentences (Huang, He, Wei, & Li, 2010). For content
selection, document summarization includes how to identify the
important content, remove the redundant content and keep the
high content coverage. For linguistic quality, how to keep the con-
tent to be coherent and fluent is very significant (He, Qin, & Liu,
2012). In addition, it is known that coverage and redundancy
two main criteria that decide the quality of summary. In this paper,
we propose a new multi-document summarization approach,
called MCLR (maximum coverage and less redundancy), via sen-
tence extraction to simultaneously deal with these two concerns
during sentence selection. We model multi-document summariza-
tion as a Quadratic Boolean Programing (QBP) problem where
objective function is a weighted combination of the content cover-
age and redundancy objectives. The model employs two levels of
analysis: first level, every sentence is scored according to the fea-
tures it covers and second level, when, before being added to the

12461

final summary, the sentences deemed to be important are com-
pared to each other and only those that are not too similar to other
candidates are included in the final summary. We create a modi-
fied differential evolution algorithm to solve the optimization
problem. We evaluate the proposed model on the DUC2002,
DUC2004, and DUC2006 data sets (Document Understanding Con-
ference) and show that the resulting summaries compare favorably
on ROUGE metrics with those by existing state-of-the-art summa-
rization systems.

The rest of paper is organized as follows. Section 2 discusses the
related work on extractive multi-document summarization. In Sec-
tion 3, we explain the proposed optimization model for multi-doc-
ument summarization. Next, in Section 4, we give details of binary
differential evolution algorithm which has been used to solve the
optimization problem. The numerical experiments and results are
given in Section 5. Section 6 addresses the conclusions and future
work.

2. Related work

A variety of multi-document summarization methods have
been developed in the literature. Most of the researchers have con-
centrated on not sentence-generation summarization methods but
sentence-extraction methods in order to create document sum-
mary (Ko & Seo, 2008). To date, various extraction-based methods
have been proposed for document summarization. The extraction-
based document summarization method ranks sentences by their
scores and selects ones with the highest scores as summaries
(Takamura & Okumura, 2009). Different approaches employ differ-
ent methods for estimating the importance of sentences. The work
of Ouyang et al. (2011) studies how to apply regression models to
the sentence-ranking problem in query-focused multi-document
summarization. They implement the regression models using Sup-
port Vector Regression (SVR). SVR is the regression type of Support
Vector Machines and is capable of building state-of-the-art opti-
mum approximation functions.

The major challenge in multi-document summarization is that a
document set may contain diverse information which is either re-
lated or unrelated to the main central topic. The selection of the
distinct ideas included in the document is called diversity-based
selection. Diversity is important to control the redundancy in sum-
marized text and produce a more appropriate summary. Many ap-
proaches have been proposed for text summarization based on
diversity. The pioneer work for diversity-based text summarization
is maximal marginal relevance (MMR), introduced by Carbonell
and Goldstein (1998), where a greedy algorithm selects the most
relevant sentences, and at the same time avoids redundancy by
removing sentences that are too similar to already selected ones.
MMR maximizes marginal relevance in retrieval and summariza-
tion. In the MMR technique, a sentence has high marginal rele-
vance if it is relevant to the query and contains minimal
similarity to previously selected sentences. One major problem of
MMR is that it is non-optimal because the decision is made based
on the scores at the current iteration. In the work proposed by
McDonald (2007), the summarization task was defined as a global
inference problem which attempted to optimize three properties
jointly, i.e., relevance, redundancy and length. The objective func-
tion is similar to MMR. An interactive extension of the MMR algo-
rithm for query-focused summarization is proposed in Lin,
Madnani, and Dorr (2010) where at each step it interactively asks
the user to select the best sentence for inclusion in the summary.
That is, instead of the system automatically selecting the candidate
with the highest score, it presents the user with a ranked list
of candidates for selection. Swarm diversity-based method
(Binwahlan, Salim, & Suanmali, 2010) is an integration of the two
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methods MMI (Maximal Marginal Importance) diversity-based
text summarization (Binwahlan, Salim, & Suanmali, 2009) and
swarm-based text summarization.

Currently, the most widely used summarization methods are
clustering based. Clustering has been used as an effective tool for
finding the diversity among the sentences. Clustering-based sum-
marization methods usually perform various clustering techniques
on the term-sentence matrices formed from the documents. After
the sentences are grouped into different clusters, a centroid score
is assigned to each sentence based on the average cosine similarity
between the sentence and the rest of the sentences in the same
cluster (He et al., 2012). Finally, the sentences with the highest
scores in each cluster are selected to form the summary (Wang &
Li, 2010). The papers (Alguliev & Aliguliyev, 2008; Alguliev &
Aliguliyev, 2009; Alguliev, Aliguliyev, Hajirahimova, & Mehdiyev,
2011; Aliguliyev, 2009) present methods in which sentences are
initially clustered, and then representative sentences are chosen
from each cluster to be included into the summary. Here, the clus-
tering stage minimizes redundancy (i.e., maximizes diversity) and
the representative sentence selection maximizes relevance. Specif-
ically, they rank all sentences according to their scores and select
the top ranked sentences as candidate sentences. Intuitively, a sen-
tence close to the cluster center is more representative and can be
selected to represent the cluster. In Aliguliyev (2010), a new sen-
tence extractive technique is developed. This technique calculates
the average weight of a sentence with respect to cluster which it is
assigned to. The weight of the sentence is calculated by a recursive
formula. In Binwahlan et al. (2009), two ways were used for finding
the diversity: the first one is a preliminary way where the docu-
ment sentences are clustered based on the similarity and all result-
ing clusters are presented as a tree containing a binary tree for
each group of similar sentences. The second way is to apply the
proposed method on each branch in the tree to select one sentence
as summary sentence. The clustering algorithm and binary tree
were used as helping factor for finding the most distinct topics in
the text. This approach firstly clusters the sentences and uses the
obtained sentence clusters to generate a summary. Current docu-
ment clustering methods usually represent documents as a term-
document matrix and perform clustering algorithms on it.
Although these clustering methods can group the documents satis-
factorily, it is still hard for people to capture the meanings of the
documents since there is no satisfactory interpretation for each
document cluster. Besides, Wang, Zhu, Li, Chi, and Gong (2011)
proposed a model to simultaneously cluster and summarize docu-
ments. Nonnegative factorization was performed on the term-doc-
ument matrix using the term-sentence matrix as the base so that
the document-topic and sentence-topic matrices could be con-
structed, from which the document clusters and the corresponding
summary sentences were generated simultaneously. The paper
(Lee, Park, Ahn, & Kim, 2009) presents a novel generic document
summarization method using the negative matrix factorization
(NMF). NMF is employed to decompose a given non-negative ma-
trix into a multiplication of a non-negative semantic feature ma-
trix, and a non-negative semantic variable matrix. This method
has the following advantages: NMF selects more meaningful sen-
tences than the LSA-related methods, because it can use more intu-
itively interpretable semantic features and grasp the innate
structure of documents. The LSA-related methods (Gong & Liu,
2001) represent a sentence by means of a linear combination of
semantic features. Wang, Li, Zhu, and Ding (2008) proposed a
new framework based on sentence-level semantic analysis (SLSS)
and symmetric non-negative matrix factorization (SNMF). First, it
calculates the sentence-sentence similarities using semantic anal-
ysis and constructs the similarity matrix. Then symmetric matrix
factorization which has been shown to be equivalent to normalized
spectral clustering, is used to group sentences into clusters. Finally,
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the most informative sentences are selected from each cluster to
form the summary. Cai and Li (2011) develop a new summariza-
tion approach which can simultaneously cluster and rank sen-
tences by investigating the spectral characteristics of the
similarity network which is constructed upon the document(s).
Different from other existing clustering-based summarization ap-
proaches, this approach explores the “clustering structure” of sen-
tences before the actual clustering algorithm is performed. The
special clustering structure, called the structure of beams, is dis-
covered by analyzing the spectral characteristics of the sentence
similarity network.

Typically, sentence features, such as, position, length, keyword
frequency, title-keyword, syntactic criteria, and indicator phrase,
etc. define the relevance of each sentence. Each feature of a sen-
tence may be weighted according to its importance in the applica-
tion domain and the sum of the weighted features is the measure
of its relevance. Centroid (Radev, Jing, Stys, & Tam, 2004) repre-
sents a non-optimization approach that evaluates terms and select
sentences based on term importance. Huang, Yang, and Kuo (2009)
investigate sentence features from a concept-level space and apply
a fuzzy-rough hybrid scheme to define a sentence relevance mea-
sure. The method CN-Summ Antiqueira, Oliveira, Costa, and Nunes,
2009 uses a simple network of sentences that requires only surface
text pre-processing, thus allowing assessing extracts obtained with
no sophisticated linguistic knowledge. Bhattacharya, Ha-Thuc, and
Srinivasan (2011) present MeSH-based methods for extracting core
portions of full text documents. Specifically, they create a reduced
version of each full text document that contains only its important
portions. This reduced version may be viewed as a ‘summary’ but
their interest is not to generate a human readable summary, rather
it is to have an intermediate representation that may later be used
for algorithmic functions such as to serve text retrieval and infor-
mation extraction.

In extractive document summarization, finding an optimal
summary can be viewed as a combinatorial optimization problem
which is NP-hard to solve. There are a few papers exploring an
optimization approach to document summarization. The potential
of optimization based document summarization models has not
been well explored to date. This is partially due to the difficulty
to formulate the criteria used for objective assessment. As far as
we know, the idea of optimizing summarization was mentioned
in Filatova and Hatzivassiloglou (2004). They represented docu-
ments in a two dimensional space of textual and conceptual units
with an associated mapping between them, and proposed a formal
model that simultaneously selected important text units and min-
imized information overlap between them. The selection of the
best textual units was regarded as an optimization problem over
a general scoring function that maximized the distinct conceptual
units. Huang et al. (2010) consider document summarization as a
multi-objective optimization problem involving four objective
functions, namely information coverage, significance, redundancy
and text coherence. These functions measure the possible summa-
ries based on the identified core terms and main topics. To elimi-
nate redundancy, they used spectral clustering and classified
each sentence into groups, each of which consists of semantically
related sentences. The importance of a sentence within documents
is defined using the Markov random walk model. Wang, Zhu, Li,
and Gong (2009) proposed a Bayesian sentence-based topic model
(BSTM) for multi-document summarization by making use of both
the word-document and word-sentence associations. The BSTM
models the probability distributions of selecting sentences given
topics and provides a principled way for the summarization task.
In Takamura and Okumura (2009), text summarization formalized
as a budgeted median problem. This model covers the whole doc-
ument cluster through sentence assignment. An advantage of this
method is that it can incorporate asymmetric relations between
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sentences in a natural manner. MCMR (Maximum Coverage and
Minimum Redundant) (Alguliev et al., 2011) is an optimization-
based approach which models text summarization as a linear
integer-programing problem. This model generally attempts to
optimize relevance and redundancy simultaneously.

3. Modeling document summarization as an optimization
problem

Given a corpus D={d;, d5,...,dy} of topic-related documents,
where N is the number of documents. We represent the corpus
as the set of sentences S ={sy,5,...,5,} from all the documents in
the corpus D, where s; denotes ith sentence in S, n is the number
of sentences in the document corpus.

3.1. Sentence representation and similarity measure

In text mining, a textual unit is represented by the weights of
the words that it contains, ignoring the order of the words and
any punctuation. Formally, in a collection, a sentence is
represented by a vector that is defined as a bag-of-words
si={wi, Wi, . ..,0im} € R™, where w;, is the weight of the kth word
in the ith sentence and m is the number of words actually appear-
ing in the collection.

Here, the weight wjy, associated with kth word in the sentence s;
is calculated using the tf-isf (term frequency-inverse sentence fre-
quency) scheme:

Wi = tfy x isfy, (1)

where tf; is the number of occurrences of the kth word in sentence
s;, and isf, = log(n/ny), ny is the number of sentences containing the
kth word.

Text similarity measures play an important role in text-related
research and applications, in particular, in areas such as text sum-
marization (Aliguliyev, 2009), document clustering (Aliguliyev,
2009), textual knowledge representation and knowledge discovery
(Islam & Inkpen, 2008), and information retrieval (Tsai, Tang, &
Chan, 2010). Existing methods for computing text similarity have
focused mainly on large documents. We focus on computing the
similarity between two sentences. Recently, with the development
of NLP applications, the need for an effective and accurate method
to compute the similarity between two short or sentence-length
text snippets has been identified (Islam & Inkpen, 2008; Wenyin,
Quan, Feng, & Qiu, 2010). Similarity of short text snippets has
applications in various computational areas. For example, in text
mining short text similarity can be applied as a measure to dis-
cover knowledge from textual databases.

In this study, the similarity between two sentences s; and s; is
defined by the following formula (Wenyin et al., 2010):

sim(s;, sj) = Z {(Zwikpm) (ijkpkl>:| ; (2)
=1 [ \k=1 i1

where py, is the similarity between kth and Ith words (Alguliev &
Aliguliyev, 2009):
Pu = eXp(—=NGDy). 3)

In Eq. (3), NGDy, is the Normalized Google Distance between kth
and Ith words (Alguliev & Aliguliyev, 2009; Aliguliyev, 2009):

_ max{log(mn), log(n;)} — log(nu)
NGDw = log n — min{log(ny),log(n))} ’ (4)

where ny; denotes the number of sentences in the collection con-
taining both kth and Ith words.
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3.2. Optimization model

Most of the state-of-art summarization systems are based on
extracting the most salient and non-redundant sentences to com-
posite the final summaries. Upon this extractive summarization
framework, sentences first evaluated and ranked according to cer-
tain criteria and measures, and then the most significant ones are
extracted from the original documents to generate a summary
automatically. Without doubt, each of the selected sentences in-
cluded in the summary should be individually important. However,
this does not guarantee they collectively produce the best sum-
mary. For example, if the selected sentences overlap a lot with each
other, such a summary is definitely not desired.

Document summarization, especially multi-document summa-
rization in essence is a multi-objective optimization problem. It re-
quires the simultaneous optimization of more than one objective
function. A particular challenge for multi-document summariza-
tion is that a document set might contain diverse information
either related or unrelated to the main topic. Hence, we need effec-
tive summarization methods to analyze the information stored in
different documents and extract the globally important informa-
tion to reflect the main topic. Another challenge for multi-docu-
ment summarization is that the information stored in different
documents inevitably overlaps with each other, and hence we need
effective summarization methods to merge information stored in
different documents, and if possible, contrast their differences
(Huang et al., 2010). In this study, when building summaries from
multiple documents, our approach generally attempts to optimize
two objectives:

o Content coverage: The content coverage means that the gener-
ated summary should cover all subtopics as much as possible.
It concerns the extent to which the information provided in ori-
ginal documents is included in the generated summary. A good
summary should maximize this goal to its best.

e Redundancy: It is expected that the redundant or the duplicate
information contained in the generated summary be minimized.

Optimizing these properties jointly is a challenging task. This is
because the inclusion of relevant sentences relies on not only prop-
erties of the sentences themselves, but also properties of every
other sentence in the summary. Unlike single-document summari-
zation, redundancy is particularly important since it is likely that
sentences from different documents will convey the same informa-
tion (Huang et al., 2010).

We define two objective functions:

(1) feou(si): The content coverage of sentence s; participating in
the summary:

fCDV(si) = Sim(5i70)>

where O is the center of the collection S = {sq, S5,...,5.}.

It is known that (Radev et al., 2004) the center O reflects the
main content of collection S = {s4,55,...,5,}. Therefore, Eq. (5) eval-
uates the importance of sentence s; by measuring its similarity to
the center O. kth coordinate o, of the center O =[04, 03,...,0,,] is
calculated as: o, =137, wy, k=1,...,m. Higher value of f(s;)
corresponds to higher content coverage of sentence s;.

i=1,...n (5)

(2) fred(s»s;): The redundancy between sentences s; and s;:

frea(si,$j)) =1 —sim(s;,s;), i#j=1,...n (6)

Higher value of freq(si,s;) corresponds to lower overlap in content
between sentences s; and s;, i.e. higher value of objective (6) pro-
vides minimum redundancy (high diversity) in the summary.
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Let x; be binary variable, x; =1 when s; is selected; otherwise,
x; = 0. Since, a high quality summary should maximize the content
coverage of the given document set, while minimize the redun-
dancy, then text summarization problem can then be formalized
as the following optimization problem:
maximize

fX) =w- foo(X) +

n-1
—w. Zsim(s,—, 0)x; +
i=1

(1=w) - frea(X)

1
1-w-y

i=1 j=i+1

(1 sim(s )y (7)

subject to
n
Zl,-x,— < L, (8)
i=1
x €{0,1}, Vi, 9)

where L is the given summary length limitation, /; indicates the
length of sentence s;. The number of words or in bytes measures
the lengths of summary and sentence.

The optimization model (7)-(9) balances content coverage and
diversity of the summary. In this model a parameter w is used to
combine the two objectives (5) and (6) into a scalar (7). w is the
weighting parameter, specifying the relative contributions of the
feou(+) and fieq(+) functions to the hybrid function f{-). When w =1,
this model gives preference to sentences that are maximally rele-
vant to the content of the document regardless of the diversity.
In contrast, when w = 0, the model gives preference to sentences
that diverge from the others regardless of the content coverage.
By varying the parameter value w and solving a sequence of Qua-
dratic Boolean programing (QBP) problems (7)-(9) (for each w) the
efficient summaries from the maximum content coverage sum-
mary (w = 1) to the high diversity summary (w = 0) can be found.
If w=0.5 the fe..(-) and freq(-) functions are assumed to be equally
important. In our study we set w = 0.75. The impact of using differ-
ent w's is further studied in the second set of experiments reported
in Section 5.5.

Now our objective is to find the binary assignment X = [x;] with
the best content coverage and least redundancy such that the sum-
mary length is at most L. The basic step of multi-document sum-
marization is to extract a candidate sentence. If the length L is
the number of terms in the summary, the cost of each candidate
sentence is the number of terms within it. The cardinality con-
straint (8) guarantees that the summary is bounded in length.
The integrality constraint on x; (9) is automatically satisfied in
the problem above.

4. Binary differential evolution algorithm

In solving optimization problems with a high-dimensional
search space, the classical optimization algorithms do not provide
a suitable solution because the search space increases exponen-
tially with the problem size, therefore solving these problems
using exact techniques is not practical. Over the last decades, there
has been a growing interest in algorithms inspired by the behav-
iors of natural phenomena. It is shown by many researchers that
these algorithms are well suited to solve complex computational
problems such as optimization of objective functions (Rashedi,
Nezamabadi-pour, & Saryazdi, 2009; Zielinski, Peters, & Laur,
2005), pattern recognition (Das & Suganthan, 2011; Das & Sil,
2010), document clustering (Aliguliyev, 2009), text summarization
(Alguliev & Aliguliyev, 2009; Aliguliyev, 2009) and dynamic eco-
nomic dispatch (Lu, Zhou, Qin, Li, & Zhang, 2010).

In our study, the optimization problem (7)-(9) was solved using
a differential evolution (DE) (Aliguliyev, 2009; Das & Suganthan,
2011; Das & Sil, 2010). The execution of the DE is similar to other
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evolutionary algorithms like genetic algorithms or evolution
strategies.

4.1. Population initialization

The evolutionary algorithms differ mainly in the representation
of parameters and in the evolutionary operators. The classical DE is
a population-based global optimization that uses a real-coded rep-
resentation. Like to other evolutionary algorithms, DE also starts
with a population of N, individuals P = [X;,X>, ..., Xy,,], where
individual X, = [X,1, Xp2,.. .. Xpa] (P=1, 2,...,Npop) is an n-dimen-
sional vector with parameter values determined randomly and
uniformly between predefined search ranges [Xmin,Xmax], Where
Xmin = [xmin,lv Xmin,2, - - - vxmin,n] and Xpax = [Xmax.lv Xmax,2 - - + vxmax,n]-
Then mutation and crossover operators are employed to generate
new candidate vectors, and a selection scheme is applied to deter-
mine whether the offspring or the parent survives to the next gen-
eration. The above process is repeated until a termination criterion
is reached.

4.2. Mutation

A mutant vector, denoted as Yp(t)=[yp1(t), ¥p2(l),-...Ypna(t)]
(p=1, 2,...,Npop) is generated by using a mutation operator. The
different mutation strategies are developed in literature
(Aliguliyev, 2009; Das & Suganthan, 2011; Das & Sil, 2010; Lu
et al,, 2010; Zhang, Luo, & Wang, 2008). In this study, for each tar-
get vector X,(t) randomly choose two other vectors Xp(t) and Xp,(t)
from the same generation. Then it calculates the weighting combi-
nation of the differences (Xp(t) — Xp1(t)), (Xp(t) — Xp2(£)) and creates
a mutant vector Y,(t) by adding the result to the best current solu-
tion XP®(t). Thus, for the ith component of the mutant vector Yp(t)
we obtain:

Ypilt) =) + (7 — Zp1) (Xpi() = Xp (1))

+ (% = 2p2) (Xpi(t) = X24(1)). (10)
The coefficients 7, Ap1, and /,; we define as follows:
L F%y)]
"X+ I Xpn) [+ f Xp)I”
. fX)|
P+ I Xp)] + [ (X2)l

A2 = o)+ FXon)] + FK)]

where f(-) is the objective function (7).
4.3. Crossover

After the mutation phase, a crossover operator is applied to
each mutant vector and its corresponding target vector to yield a
trial vector. A crossover operation comes into play after generating
the mutant vector to enhance the potential diversity of the popu-
lation. The mutant vector Y,(t) exchanges its components with
the target vector X,(t) under this operation to form the trial vector
Zy(t) = [2p1(t), zpa(t),....Zpn(E)]. Two commonly used crossover
operations are the binomial crossover and the exponential cross-
over. In our study, the binomial crossover is employed and exe-
cuted as follows:

i(t), ifrandp; <CRori=i
w0 = {0 e (12

Xpi(t), otherwise
where the index i, refers to a randomly chosen integer in the set

{1, 2,...,n} which is used to ensure that at least one component of
the trial vector, Z,(t), differs from its target vector, X,(t). CR is the
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real-valued crossover rate in the range [0, 1] which is set by the user
and remains constant during the search process; rand,; is the uni-
formly distributed random number within the range (0,1) chosen
once for each ith component of the pth parameter vector, i € {1,
2...,n}Lpefl,2... ,Npgp}

4.4. Selection

To keep the population size constant over subsequent genera-
tions, the next step of the algorithm calls for selection to determine
whether the target or the trial vector survives to the next genera-
tion, i.e., at t + 1. The selection operation is described as:

if f(Zy(t)) = f(Xp(t))

otherwise

Zy(0),

X)(t), | (13)

Xp(t+1)= {

Therefore, if the new trial vector yields an equal or higher value
of the objective function, it replaces the corresponding target vec-
tor in the next generation; otherwise the target vector is retained
in the population. Hence, the population either gets better (with
respect to the maximization of the objective function) or remains
the same in fitness status, but never deteriorates.

4.5. Discretization

Binary DE is the modified version of DE which operates in bin-
ary search spaces. In the binary DE, the real value of genes is con-
verted to the binary space by the rule:

1, if rand,; < sigm(x,;(t+ 1))

14
0, otherwise ’ 14

Xpi(t+1) :{

where, as before, rand,; is a uniformly distributed random number
lying between 0 and 1 which is called anew for each ith component
of the pth parameter vector and sigm(z) is the sigmoid function:

1

sigm(z) = Trexp(=7)’

(15)

Using this transformation from the real-coded representation
we obtain the binary-coded representation, x,;(t) € {0,1}. Where
the x,;(t)=1 indicates that the ith sentence is selected to be in-
cluded in the summary, otherwise, the ith sentence is not be
selected.

4.6. Termination criterion

Mutation, crossover and selection operations continue until
some termination criterion is reached. The termination criterion
can be defined in a few ways like: (1) by a fixed number of itera-
tions tmax, With a suitably large value of t;,.x depending upon the
complexity of the objective function; (2) when best fitness of the
population does not change appreciably over successive iterations;
(3) by a specified CPU time limit; and alternatively (4) attaining a
pre-specified objective function value (Das & Suganthan, 2011; Das
& Sil, 2010). According to our previous successful experience (Algu-
liev et al., 2011; Aliguliyev, 2010), in this paper we use the first one
as the termination criteria, i.e., the algorithm terminates when the
maximum number of generations t;,x is achieved.

4.7. Framework of the binary DE algorithm

Based on the above initialization, mutation, crossover, selection
and discretization operations the framework of the binary DE algo-
rithm can be summarized as:
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Step 1: Initialization. Set the generation number ¢t = 0, and randomly ini-
tialize a population of N, target vectors, P = [X;(t),Xa(t),
ce s Xy ()], With X, = [X5,1(£), Xp2(8).. . ., Xp,(1)] uniformly distrib-
uted in the range [Xmin, Xmax[ P=1,2...,Npop.

Step 2: Discretization. Transform real-coded vectors to binary-
coded vectors using Eq. (14).

Step 3: Evaluation. Evaluate each vector in P = [X;,X>,..
and select the vector with current best solution.

Step 4: Mutation. Generate a mutant vector Yu(t)=/[ypa(t),
Yp2(t)...,ypn(t)] for target vector X,(t) by using mutation
operator (10), p=1, 2...,Npqp.

Step 5: Crossover. Generate a trial vector Z,(t) for target vector
Xy(t) by applying crossover operator (12) on Y,(t) and
Xp(t),p=1,2...,Npop.

Step 6: Selection. Evaluate each Z,(t) and determine the members
of the target population of the next generation by using
the selection scheme (13), p=1, 2...,Npgp.

Step 7: Discretization. Discretizate a new trial vector X,(t+ 1) by
using Eq. (14), p=1, 2...,Npop.

Step 8: Stopping. Repeat steps 2-7 until a user-specified maximum
number t,.x of fitness calculation is reached.

Step 9: Output. Report the summary obtained by the best vector
XPes{(t) as the final solution at maximum number of
iteration.

<3 XNpop ]

4.8. Runtime complexity analysis

In this section, we analyze the time complexity of the proposed
algorithm. Runtime-complexity analysis of the population-based
stochastic search techniques like DE is a critical issue by its own
right (Das & Suganthan, 2011; Wang et al., 2010; Zielinski et al.,
2005). Das and Suganthan (2011) note that the average runtime
of a standard DE algorithm usually depends on the population size,
length of the vector and its stopping criterion. The authors pointed
out that in each generation of DE a loop over Ny, is conducted,
containing a loop over n.

Assuming Np,, and n are the population size and the length of
each vector in the DE, respectively, the time complexity of one gen-
eration for DE can be estimated as follows:

1. Time required for initialization of the individual is proportional
to the length of the individual. As the length of the vector is
equal to n, the time complexity of population initialization is
O(Npop x 1).

2. Since the mutation and crossover operations are performed at
the component level for each DE vector, the number of funda-
mental operations in DE is proportional to the total number of
loops. Thus, mutation and crossover require O(Npop x n) time
each.

3. The time complexity for selection is O(Npop).

4. Fitness computation is composed of three steps:

e Complexity of computing similarity of n sentences to the
center of document collection is O(Npop x n x m).

e For updating the centers (of summaries) total complexity is
O(Npgp x m).

e Complexity of computing similarity between n sentences is
O(Npop x M x n%).

Therefore, the fitness evaluation has total complexity O(Npop
x m x n?).

Thus summing up the above complexities, total time complex-
ity becomes O(Npop x m X n?) per generation. For maximum tmayx
number of generations total complexity becomes O(Npp
X M X 1% X tmax)-
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5. Experimental results

In this section, we report our experimental results. We con-
ducted four experiments to evaluate the performance of the pro-
posed method. In the first experiment, in order to evaluate the
effectiveness of the proposed method MCLR, its performance has
been compared with the nine document summarization methods.
Moreover, MCLR has been compared with the average results of
the best team of DUC (Document Understanding Conference) sum-
marization track. In the second experiment, we studied the influ-
ence of weighting parameter w on the proposed method. In the
third experiment, we compared the efficiency of the methods. Fi-
nally, in the fourth experiment, we tested the statistical signifi-
cance of the summarization results.

5.1. Data sets

The DUC (Document Understanding Conference), since 2008
known as TAC (Text Analysis Conference), has been the major for-
um for comparing summarization systems on a shared test set.
Every year several summarization topics are released and the sum-
maries produced by participants are evaluated, both automatically
and manually. To evaluate the summarization results empirically,
we use the DUC2002, DUC2004 and DUC2006 data sets, all of
which are open benchmark data sets from DUC for generic auto-
matic summarization evaluation. Table 1 gives a brief description
of the data sets, in which data source indicates where the docu-
ments are obtained. For example, DUC2002 data come from the
Text REtrieval Conference (TREC), and DUC2004 data are from
the Topic Detection and Tracking (TDT) research.

5.2. Preprocessing

In the preprocessing step of generating document summaries,
each document is decomposed into individual sentences using
NLTK toolkit (NLTK toolkit), all stopwords are removed by using
stopwords list provided in English stoplist (English stoplist)and
word stemming is performed by Porter’s algorithm (Porter stem-
ming algorithm). A term-frequency vector for each sentence in
the document is then constructed by Eq. (1).

5.3. Evaluation metrics

We carried out automatic evaluation of our summaries using
ROUGE (Lin & Hovy, 2003) toolkit (i.e. ROUGE-1.5.5 in this study)
for evaluation. ROUGE is a widely accepted metric for automatic
evaluation of summarization tasks (DUC 2004-2007 and TAC
2008-2010). It measures summary quality by counting overlap-
ping units such as the N-gram (ROUGE-N), word sequences
(ROUGE-L and ROUGE-W) and word pairs (ROUGE-S and ROUGE-
SU) between the candidate summary and the reference summary.
ROUGE toolkit reports separate scores for N-grams (N = 1-4), lon-
gest common subsequence, weighted longest common subse-
quence co-occurrences and skip bigram co-occurrences. We
showed four of the ROUGE metrics in the experimental results:

Table 1
Characteristics of the data sets.
DUC2002 DUC2004 DUC2006

Number of clusters 59 50 50
Number of documents in each cluster ~10 10 25
Number of documents 567 500 1250
Data source TREC TDT AQUAINT
Summary length 200 words 665 bytes 250 words
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ROUGE-1 (unigram), ROUGE-2 (bigram), ROUGE-L (longest com-
mon subsequence) and ROUGE-SU (skip bigram). Unigram and bi-
gram statistics have been shown to have the highest correlation
with human assessments (Lin & Hovy, 2003).

The ROUGE-N measure compares N-grams of two summaries,
and counts the number of matches. This measure is computed as
Lin and Hovy (2003):

ZSeSumm,ef ZN—gramescountmGtCh (N'gram)

ROUGE — N =
ZSeSummmf EN-gramescount(N'gram)

: (16)

where N is the length of the N-gram, Countq.cn(N — gram) is the
maximum number of N-grams co-occurring in a candidate sum-
mary and a set of reference summaries. Count(N-gram) is the num-
ber of N-grams in the set of reference summaries.

ROUGE-L computes the ratio between the length of the summa-
ries’ longest common subsequence (LCS) and the length of the ref-
erence summary, as defined by Eq. (17):

Pies(R,S) = %, Ries(R,S) = %_’
FLCS(R,S) _ (1 + ﬁz)PLCS(R, S)RLCS(R,S) (17)

B*Pics(R,S) + Rics(R, S)

where |R| and |S] is the length of the reference R and candidate S
sentence summaries, respectively. LCS(R,S) is the length of a LCS
of Rand S. P;s(R,S) is the precision of LCS(R,S), R;cs(R,S) is the recall
of LCS(R,S), and ﬁ = PLcs(R,S)/RLCS(R,S).

Lin (Lin & Hovy, 2003) implemented two extensions to ROUGE-
N: skip-bigram co-occurrence (ROUGE-S) and skip-bigram co-
occurrence averaged with unigram co-occurrence (ROUGE-SU).
The way ROUGE-S is calculated identical to ROUGE-2, except that
skip bigrams are defined as subsequences rather than the regular
definition of bigrams as substrings. Skip-bigram (skip-bigram is
any pair of words in their sentence order, allowing for arbitrary
gaps) co-occurrence statistics, ROUGE-S, measure the similarity
of a pair of summaries based on how many skip-bigrams they have
in common:

SKIP2(R, S
Poara(R.S) = SP2(R.5)

C(s1,2) ’
_ SKIP2(R.S)
Rsip2(R,S) = CIRL2)
1+ B?)Psiap2 (R, S)Rsxip2 (R, S
Fsapa(R,S) _ (14 B")Psiapa (R, S)Rske2 (R, S) (18)

ﬁ2P51<1P2(R, S) + Rskir2 (R, S)

where SKIP2(R,S) is the number of skip-bigram matches between R
and S, is the relative importance of Psgpa(R,S) and Rsgpa(R,S),
Psiip2(R, S) being the precision of SKIP2(R,S) and Rsipo(R,S) the recall
of SKIP2(R,S). ((-,-) is the combination function. One potential prob-
lem for ROUGE-S is that it does not give any credit to a candidate
sentence if the sentence does not have any word pair co-occurring
with its references. To accommodate this, ROUGE-S is extended
with the addition of unigram as counting unit. The extended version
is called ROUGE-SU that is a weighted average between ROUGE-S
and ROUGE-1.

5.4. Experiment 1: performance comparison

First, we compare the implemented summarization method
MCLR with the other summarization systems to examine the effec-
tiveness of the method MCLR for summarization performance
improvement. We implement the following most widely used doc-
ument summarization methods as the baseline systems to com-
pare with our proposed method MCLR.
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. Random: Randomly selects sentences for each topic.

2. Centroid: The centroid-based summarization usually includes
the sentences of the highest similarities with all the other sen-
tences in the documents into the summary, which is good since
these sentences deliver the majority of information contained
in the documents, however the redundancy needs to be further
removed and the subtopics in the documents are hard to detect.
The method applies MEAD algorithm (Radev et al., 2004) which
extracts the most important sentences from a set of sentences
based on the linear combination of three features, namely, the
centroid score, the position score and the overlap-with-first
score.

3. LexRank: The graph-based methods such as LexRank apply
graph analysis and take the influence of other sentences into
consideration, which provides a better view of the relationships
embedded in the sentences. LexRank first builds a graph of all
candidate sentences where nodes are the sentences and the
edges are the cosine similarity values. Two candidate sentences
are connected with an edge if the similarity between them is
above a threshold. The system finds the most central sentences
of the graph by performing a random walk on it (Erkan & Radev
(2004)).

4. LSA: The method performs latent semantic analysis on terms by
sentences matrix to select sentences having the greatest com-
bined weights across all important topics (Gong & Liu, 2001).

5. NMF: The method performs non-negative matrix factorization
on terms by sentences matrix and then ranks the sentences
by their weighted scores (Lee et al., 2009). NMF can be viewed
as a clustering method, which has many nice properties and
advantages. Intuitively, this method clusters these sentences
and chooses the most representative ones from each cluster
to form the summary.

6. KM: The method calculates sentence similarity matrix using
cosine similarity, performs k-means algorithm to clustering
the sentences, and chooses the center sentences in each clusters
(Wang et al., 2009).

7. FGB: This model uses both the term-document and term-sen-
tence matrices to simultaneously cluster and summarize the
documents. The model translates the clustering summarization
problem into minimizing the Kullback-Leibler divergence
between the given documents and model reconstructed terms.
The minimization process results two matrices that represent
the probabilities of the documents and sentences given clusters
(topics). The document clusters are generated by assigning each
document to the topic with the highest probability, and the
summary is formed with the sentences with the high probabil-
ity in each topic (Wang et al., 2011).

8. BSTM: The method by using both the term-document and term-
sentence associations explicitly models the probability distribu-
tions of selecting sentences given topics and provides a princi-
pled way for the summarization task. An efficient variational
Bayesian algorithm is derived for estimating model parameters.
BSTM is similar to the FGB summarization since they are all
based on sentence-based topic model. BSTM model is also
related to 3-factor NMF model (Wang et al., 2009).

9. SNMF + SLSS: This summarization framework based on sen-

tence-level semantic analysis (SLSS) and symmetric non-nega-

tive matrix factorization (SNMF). SLSS is able to capture the
semantic relationships between sentences and SNMF can
divide the sentences into groups for extraction (Wang et al.,

2008).

These summarization methods are selected as the representa-
tives of the most widely used types of summarization methods,
and they are fundamentally different in both algorithm design
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Table 2

Overall performance comparison on DUC2002 data.
Methods ROUGE-1 ROUGE-2 ROUGE-L ROUGE-SU
DUCbest 0.4987 (1) 0.2523 (1) 0.4680 (1) 0.2841 (1)
MCLR 0.4965 (2) 0.2493 (3) 0.4632 (3) 0.2799 (3)
Random 0.3846 (11) 0.1169 (11) 03722 (11) 0.1806 (11)
Centroid 0.4538 (7) 0.1918 (7) 0.4324 (7) 0.2363 (7)
LexRank 0.4796 (6) 0.2295 (6) 0.4433 (6) 0.2620 (6)
LSA 0.4308 (10) 0.1502 (10) 0.4051 (9) 0.2023 (9)
NMF 0.4458 (8) 0.1628 (8) 0.4151 (8) 0.2169 (8)
KM 0.4316 (9) 0.1514 (9) 0.4038 (10) 0.2014 (10)
FGB 0.4851 (5) 0.2410 (5) 0.4508 (5) 0.2686 (5)
BSTM 0.4881 (4) 0.2457 (4) 0.4552 (4) 0.2702 (4)
SNMF + SLSS 0.4956 (3) 0.2501 (2) 0.4665 (2) 0.2826 (2)

Table 3

Overall performance comparison on DUC2004 data.
Methods ROUGE-1 ROUGE-2 ROUGE-L ROUGE-SU
DUCbest 0.3822 (5) 0.0922 (3) 0.3869 (4) 0.1323 (3)
MCLR 0.3946 (1) 0.0928 (2) 03913 (2) 0.1339 (2)
Random 03187 (11) 0.0635 (11) 0.3452 (11) 0.1178 (11)
Centroid 0.3673 (8) 0.0738 (7) 0.3618 (8) 0.1251 (8)
LexRank 0.3784 (6) 0.0857 (5) 0.3753 (6) 0.1310 (5)
LSA 0.3415 (10) 0.0654 (10) 0.3497 (10) 0.1195 (10)
NMF 0.3675 (7) 0.0726 (8) 0.3675 (7) 0.1292 (7)
KM 0.3487 (9) 0.0694 (9) 0.3588 (9) 0.1212 (9)
FGB 0.3872 (4) 0.0812 (6) 0.3842 (5) 0.1296 (6)
BSTM 0.3907 (3) 0.0901 (4) 0.3880 (3) 0.1322 (4)
SNMF + SLSS 0.3942 (2) 0.0937 (1) 0.3921 (1) 0.1343 (1)

and implementation, which makes them diverse and complimen-
tary with each other.

The DE algorithm is stochastic in nature. Hence, it has been run
several times. All of the results reported here are averaged over 20
runs. The parameters of the binary DE are set as follows: the pop-
ulation size, Npop=50; the number of iteration, tmax=1000; the
crossover rate cr = 0.65.

Tables 2-4 show the ROUGE scores of different methods using
DUC2002, DUC2004 and DUC2006 data sets, respectively. The
higher the ROUGE scores, the better summarization performance.
The bolded results highlight the best results in this set of experi-
ments. The number in parentheses in each table slot shows the
ranking of each method on a specific data set.

We observe that our MCLR model achieves high ROUGE scores
and outperforms most of the baseline systems (except the best
team in DUC2002 and the method SNMF + SLSS on DUC2004 and
DUC2006). As seen from the results, on DUC2004 and DUC2006
the ROUGE-1 scores of our method MCLR are higher than the DUC-
best and the SNMF + SLSS method and competitive with the best
team from DUC2002. More importantly, our MCLR model, in terms
of all ROUGE scores, outperforms the DUCbest in DUC2006 signif-
icantly. The ROUGE-2, ROUGE-L, and ROUGE-SU scores of MCLR in
all data sets are competitive with the SNMF + SLSS method. It is

Table 4

Overall performance comparison on DUC2006 data.
Methods ROUGE-1 ROUGE-2 ROUGE-L ROUGE-SU
DUCbest 0.3796 (4) 0.0754 (4) 0.3476 (4) 0.1321 (4)
MCLR 0.3975 (1) 0.0850 (2) 03674 (2) 0.1385 (2)
Random 03175 (11) 0.0489 (11) 0.2938 (11) 0.1008 (11)
Centroid 0.3639 (7) 0.0726 (7) 0.3425 (7) 0.1262 (7)
LexRank 0.3666 (6) 0.0733 (6) 0.3442 (6) 0.1288 (6)
LSA 0.3308 (9) 0.0502 (10) 0.3051 (9) 0.1023 (10)
NMF 0.3237 (10) 0.0550 (9) 0.3006 (10) 0.1061 (9)
KM 0.3637 (8) 0.0618 (8) 0.3411 (8) 0.1250 (8)
FGB 0.3713 (5) 0.0748 (5) 0.3450 (5) 0.1308 (5)
BSTM 0.3898 (3) 0.0848 (3) 0.3525 (3) 0.1365 (3)
SNMEF + SLSS 0.3955 (2) 0.0855 (1) 0.3680 (1) 0.1398 (1)




12468

R.M. Alguliev et al./Expert Systems with Applications 39 (2012) 12460-12473

DUC2002

ROUGE-1

s

N

Fig. 1. Comparison of the methods using DUC2002.
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Fig. 2. Comparison of the methods using DUC2004.
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Fig. 3. Comparison of the methods using DUC2006.

necessary note that the good performance of the SNMF + SLSS ben-
efits from the sentence-level semantic understanding, the cluster-
ing over symmetric similarity matrix by the SNMF algorithm, and
the within-cluster sentence selection using both internal (e.g.,
the computed similarity between sentences) and external informa-
tion (e.g., the given topic information). We also note that our MCLR
model does not make use of any external information; while the
SNMEF + SLSS usually depends on some external knowledge, for
example, SNMF + SLSS employs WordNet for discovering semantic
similarity between words. Although we can spend more efforts on
the preprocessing or language-processing step, our goal here is to

demonstrate the effectiveness of optimization-based document
summarization approach and hence we do not utilize advanced
NLP techniques any external information for preprocessing. The
good results of the best team come from the fact that they extract
the topic information of the document set in an ad hoc manner,
and utilize advanced NLP techniques to resolve pronouns and other
anaphoric expressions which is not applied in other implemented
methods.

To visually illustrate the comparison, we use Figs. 1-3. We sub-
tract the Random score from the scores of all the other methods in
these figures so that the difference can be observed more clearly.
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Table 5

The resultant rank of the methods.
Methods R, = Resultant

123 456 7 8 9 10 11 ™K

SNMF+SLSS 6 5 1 0 O 0O 0 0 0 O 0 114
MCLR 2 7 3 0 0 0 0 0 0 O 0 108
DUCbest 4 0 2 5 1 0O 0 0 0 O 0 9.9
BSTM 0 0 6 6 O 0O 0 0 0 O 0 9.3
FGB 0 0 0 1 9 2 0 0 0 O 0 7.5
LexRank 0O 0 0 0 2 10 0 O 0 O 0 6.7
Centroid 0 0 0 0 O 0 9 3 0 O 0 5.2
NMF 0 0 0 0 O 0 3 5 2 2 0 41
KM 0O 0 0 0 O 0 0 4 6 2 0 3.5
LSA 0O 0 0 0 O 0O 0 0 4 8 0 2.5
Random 0 0 0 0 O 0O 0 0 0 O 12 1.1

As we have similar conclusion on different ROUGE scores, we only
show the ROUGE-1 results in these figures.

To obtain the resulting ranks of the methods we transformed
Tables 2-4 into another one, shown in Table 5. The resultant rank
in Table 5 (last column) was computed according to the following
formula (Aliguliyev, 2009):

11
Rank(method) = Zw,

r=1

(19)

where R, denotes the number of times the method appears in the
rth rank.

Table 5 demonstrates overall comparison of the summarization
methods. From the results, we observe the following:

e Random method provides the worst performance, as expected.

e The new methods SNMF + SLSS, BSTM and FGB, proposed in
recent years, greatly improve the summarization results by
using various advanced techniques such as semantic analysis
and document structure.

e MCLR achieves high performance and outperforms most of the
baseline systems, and is comparable with newly developed
method SNMF + SLSS and the bets DUC participant.

e The widely used clustering-based summarization method NMF
can improve important sentence selection.

o The FGB method outperforms most of the baseline systems. This
is because, as stated in Wang et al. (2011), in FGB model, the
factorization results contain both the sentence-topic matrix,
from which it chooses the sentences with the highest probabil-
ities in each topic to form the summaries and the document-
topic matrix, from which it can get the document clusters. Since
the topics are generated from both the document side and the
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sentence side, the document-level and the sentence-level infor-

mation will influence each other. Therefore, the sentences used

for document summarization are not treated independently, as
do many of the existing methods.

BSTM outperforms other NMF-based methods, FGB and NMF,

since the document-topic allocation is marginalized out in

BSTM and the marginalization increases the stability of the esti-

mation of the sentence-topic parameters.

NMF shows the best performance than LSA method, because it

uses more intuitively interpretable semantic features and grasp

the innate structure of documents. NMF's use of semantic fea-
tures allows it to identify subtopics of documents more success-
fully than the LSA method.

LexRank outperforms Centroid. This is because LexRank ranks

the sentence using eigenvector centrality that implicitly

accounts for information subsumption among all sentences.

e The Centroid system outperforms clustering-based summariza-
tion NMF and KM methods. This is mainly because the Centroid
based algorithm takes into account positional value and first-
sentence overlap that are not used in clustering-based
summarization.

e The SNMF + SLSS method outperforms other NMF-based meth-

ods, BSTM, FGB, and NMF because it takes into account seman-

tic relationships between sentences.

On large data set DUC2006, the method KM shows the best

results than the method NMF. On the contrary, on small data

sets (DUC2002 and DUC2004) the method NMF outperforms

KM.

The experimental results indicate that the optimization-based
approach for document summarization is truly a promising re-
search direction. It is valuable to note that a real optimization
based summarization method is different from the existing non-
optimization based methods in two noteworthy aspects. First, it
ranks summaries instead of ranking individual sentences. Second,
though ignored in the previous literature, the approach to rank
summaries should not directly rely on the approach to rank sen-
tences. Otherwise, the optimization solutions will degenerate to
the traditional non-optimization based (e.g. MMR like) methods.

As seen from the results, shown in Tables 2-4, improvement of
the method SNMF + SLSS and DUCbest compared with the MCLR
method are slightly. For example, compared with the MCLR meth-
od on DUC2006 data set the SNMF + SLSS method improves the
performance by 0.59%, 0.16% and 0.94% in terms ROUGE-2,
ROUGE-L and ROUGE-SU metrics, respectively. Under our analysis
with a modification of DE algorithm, a weighting of sentences and
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Fig. 4. ROUGE-1 performance of hybrid method f vs. w on DUC2004.
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Fig. 5. ROUGE-1 performance of hybrid method f vs. w on DUC2006.

Table 6
Comparison of the methods on time spent.

Methods DUC2002 (min) DUC2004 (min) DUC2006 (min)
Centroid 32.7 28.8 97.4
LexRank 17.2 16.1 29.3
LSA 213 20.2 45.6
NMF 324 309 58.3
KM 15.4 13.6 233
FGB 33.9 31.7 59.6
BSTM 36.7 33.1 58.5
SNMEF + SLSS 37.4 33.2 60.4
MCLR 149 133 22.7

a suitable choice of similarity measure, we without employing any
external knowledge can improve the results of our method. We
plan to conduct this research direction in future work.

5.5. Experiment 2: discussion on parameter w

In order to investigate how the relative contributions from the
content coverage objective function f.o.(-) (5) and the redundancy
objective function freq(-) (6) influence the summarization perfor-
mance of the objective function f{-) (7), Figs. 4 and 5 show the
ROUGE-1 values of the method f{-) with respect to different values
of the combining weight w on DUC2004 and DUC2006 data sets,
respectively. Here, w is adjusted from O to 1 in every 0.1 interval
and the results show that combining both f.,, and fieq Objectives
leads to better performance. As shown in Figs. 4 and 5, when w
is greater than O, better summarization performance were ob-
served, compared to that with w = 0 (method f..q). We observe that
when w is 0.75, the performance is the best. We see also that the
method f.v (corresponds to w=1) shows the best result, than
the method f;eq (corresponds to w = 0).

5.6. Efficiency

The efficiency of the algorithm computation is an important fac-
tor. Our evaluations are performed by Delphi 7 on a Server running
Windows Vista with two Dual-Core Intel Xeon CPU 4 GHz and 4 Gb
memory. Table 6 shows the comparison in terms of CPU time spent
by each method.

From the experimental results shown in Table 6, we clearly ob-
serve that (1) Centroid method performs very slowly on large doc-
ument corpus DUC2006; (2) the methods NMF, FGB, BSTM, and
SNMF + SLSS spend almost equal CPU time on all data sets; (3)
the results demonstrate the high efficiency of MCLR. What is more,
the computational speed of the method MCLR, measured by CPU
time, is distinctly faster than that of SNMF + SLSS, despite of the
fact that the method MCLR concedes to the method SNMF + SLSS
in terms of ROUGE values; (4) Comparing MCLR to KM and LSA
on large data set DUC2006, we find that MCLR is as fast as KM
and much faster than LSA.

5.7. Statistical significance test

In order to statistically compare the performance of MCLR with
other summarization methods, we use a non-parametric statistical
significance test, called Wilcoxon’s matched-pairs signed rank
based statistical test, to determine the significance of our results.
The statistical significance test for independent samples has been
conducted at the 5% significance level of the summarization results
(Hollander & Wolfe, 1999). Ten groups, corresponding to the ten
methods: 1. MCLR, 2. Random, 3. Centroid, 4. LexRank, 5. LSA, 6.
NMF, 7. KM, 8. FGB, 9. BSTM, 10. SNMF + SLSS, have been created
for each data set. Two groups are compared at a time one corre-
sponding to MCLR method and the other corresponding to some
other method considered in this paper. Each group consists of

Table 7

Median values of ROUGE-1 scores and standard deviation over 20 consecutive runs of methods.
Methods DUC2002 DUC2004 DUC2006

Median 95% ClI Stdv. Median 95% ClI Stdv. Median 95% Cl Stdv.

MCLR 0.4968 [0.4962,0.4973] 1.2e-3 0.3969 [0.3961,0.3976] 1.5e-3 0.3974 [0.3959,0.3976] 1.8e-3
Random 0.3911 [0.3876,0.3957] 8.7e-3 0.3224 [0.3148,0.3242] 1.0e-2 0.3183 [0.3118,0.3217] 1.1e-2
Centroid 0.4539 [0.4509,0.4558] 5.2e-3 0.3672 [0.3651,0.3714] 6.8e-3 0.3648 [0.3609,0.3677] 7.3e-3
LexRank 0.4813 [0.4785,0.4838] 5.6e—3 0.3776 [0.3749,0.3810] 6.6e—3 0.3617 [0.3614,0.3678] 6.8e-3
LSA 0.4282 [0.4256,0.4297] 4.4e-3 0.3421 [0.3392,0.3445] 5.7e-3 0.3303 [0.3279,0.3335] 6.0e-3
NMF 0.4430 [0.4417,0.4481] 6.8e-3 0.3699 [0.3652,0.3716] 6.8e-3 0.3203 [0.3199,0.3255] 6.0e—-3
KM 0.4288 [0.4277,0.4339] 6.6e—3 0.3456 [0.3434,0.3486] 5.5e—3 0.3632 [0.3609,0.3657] 5.1e-3
FGB 0.4887 [0.4850,0.4898] 5.1e-3 0.3832 [0.3814,0.3866] 5.5e-3 0.3684 [0.3676,0.3734] 6.2e-3
BSTM 0.4892 [0.4866,0.4921] 5.8e-3 0.3882 [0.3863,0.3928 7.0e-3 0.3924 [0.3879,0.3940] 6.5e-3
SNMEF + SLSS 0.4949 [0.4939,0.4960] 2.3e-3 0.3934 [0.3924,0.3953] 3.2e-3 0.3917 [0.3896,0.3938] 4.6e-3
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Table 8
Median values of ROUGE-2 scores and standard deviation over 20 consecutive runs of methods.
Methods DUC2002 DUC2004 DUC2006
Median 95% Cl Stdv. Median 95% Cl Stdv. Median 95% CI Stdv.
MCLR 0.2494 [0.2485,0.2502] 1.1e-3 0.0927 [0.0912,0.0929] 1.8e-3 0.0852 [0.0848,0.0857] 9.7e-4
Random 0.1148 [0.1109,0.1215] 1.1e-2 0.0648 [0.0626,0.0688] 6.7e-3 0.0493 [0.0469] 5.1e-3
Centroid 0.1917 [0.1896,0.1944] 5.2e-3 0.0729 [0.0713,0.0748] 3.8e-3 0.0722 [0.0713,0.0734] 2.2e-3
LexRank 0.2329 [0.2301,0.2353] 5.5e-3 0.0839 [0.0835,0.0858] 2.2e-3 0.0739 [0.0727,0.0750] 2.5e-3
LSA 0.1532 [0.1503,0.1559] 6.1e-3 0.0654 [0.0644,0.0676] 34e-3 0.0507 [0.0483,0.0524] 4.4e-3
NMF 0.1619 [0.1596,0.1656] 6.4e—-3 0.0743 [0.0723,0.0752] 3.1e-3 0.0568 [0.0550,0.0572] 2.4e-3
KM 0.1520 [0.1493,0.1555] 6.6e—3 0.0692 [0.0664,0.0707] 4.6e-3 0.0615 [0.0607,0.0637] 3.3e-3
FGB 0.2396 [0.2357,0.2436] 8.5e-3 0.0835 [0.0815,0.0852] 3.9e-3 0.0734 [0.0724,0.0752] 3.1e-3
BSTM 0.2455 [0.2433,0.2483] 5.4e-3 0.0903 [0.0889,0.0914] 2.6e-3 0.0838 [0.0825,0.0847] 2.4e-3
SNMEF + SLSS 0.2514 [0.2498,0.2517] 2.1e-3 0.0946 [0.0932,0.0955] 2.5e-3 0.0869 [0.0857,0.0871] 1.5e-3
Table 9
P-values produced by Wilcoxon’s matched-pairs signed rank test by comparing MCLR with other methods.
Data set Random Centroid LexRank LSA NMF KM FGB BSTM SNMF + SLSS
Comparing medians of ROUGE-1 metric of MCLR with other methods
DUC2002 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 0.0002 0.0025
DUC2004 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 0.0005 0.0021
DUC2006 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 0.0015 0.0010
Comparing medians of ROUGE-1 metric of MCLR with other methods
DUC2002 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 0.0003 0.0047 0.0039
DUC2004 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 0.0026 0.0042
DUC2006 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 0.0042 0.0024

the ROUGE-1 and ROUGE-2 scores for the data sets produced by 20
consecutive runs of the corresponding method. The median values,
95% confidence interval (CI), and standard deviation (Stdv.) of
ROUGE-1 and ROUGE-2 scores of each method for all the data sets
are shown in Tables 7 and 8, respectively.

As is evident from Table 7 the median values of ROUGE-1 for
MCLR method on all data sets are better than that for the other
methods, whereas, from Table 8 we observe that the median values
of ROUGE-2 for MCLR method on all data sets are better than that
for the other methods except the method SNMF + SLSS. To estab-
lish that this goodness is statistically significant, Table 9 reports
the P-values produced by Wilcoxon’s matched-pairs signed rank
test for comparison of two groups (one group corresponding to
MCLR and another group corresponding to some other algorithm)
at a time (GraphPad Software). As a null hypothesis, it is assumed
that there are no significant differences between the median values
of two groups. Whereas, the alternative hypothesis is that there is
significant difference in the median values of the two groups. It is
clear from Table 9 that P-values are much less than 0.05 (5% signif-
icance level). For example, the Wilcoxon’s matched-pairs signed
rank test between the algorithms MCLR and SNMF + SLSS for
DUC2002 provides a P-value of 0.0025 (ROUGE-1), which is very
small. This is strong evidence against the null hypothesis, indicat-
ing that the better median values of the performance metrics pro-
duced by MCLR is statistically significant and has not occurred by
chance. Similar results are obtained for all other data sets and for
all other methods compared to MCLR method, establishing the sig-
nificant superiority of the proposed technique.

From the statistical results, we observe that our MCLR model
significantly outperforms the other baseline summarization meth-
ods. A visual comparison of statistical significance is provided in
Figs. 6 and 7. Figs. 6 and 7 show the median values and the change
of ROUGE-1 and ROUGE-2 scores obtained by each method on the
benchmark data sets, respectively. It can be observed that the
change of ROUGE-1 and ROUGE-2 scores of MCLR is noticeably bet-
ter than that of other methods. In addition, according to the

statistical significance test, MCLR is more stable than the other
methods. For convincing, we address the readers to pay an atten-
tion to the values of the standard deviation (Stdv.) and confidence
intervals (95% CI) reported in Tables 7 and 8. The best results are
shown in bold.

6. Conclusion and future work

With the explosive growth of the volume and complexity of
document data (e.g., news, blogs, web pages) on the Internet and
electronic government multi-document summarization provides
a useful solution for understanding documents and reducing infor-
mation overload. Thus, multi-document summarization has at-
tracted much attention in recent years, and many applications
have been developed. Multi-document summarization aims to
generate a compressed summary by extracting the major informa-
tion in a collection of documents sharing the same or similar top-
ics. In multi-document summarization, the risk of extracting two
sentences conveying the same information is greater than in a sin-
gle-document summarization problematic. Moreover, identifying
redundancy is a critical task, as information appearing several
times in different documents can be qualified as important. Hence,
we need effective summarization methods to analyze and extract
the important information. A good summary is expected to pre-
serve the topic information contained in the documents as much
as possible, and at the same time to contain as little redundancy
as possible, known as information richness and diversity, respec-
tively. The requirement raises a fundamental problem: how impor-
tant will a selected summary be to represent the whole
documents?

This paper discusses work on multi-document summarization
to create a generic extractive summary of multiple documents on
the same (or related) topic. The proposed approach adopts a
broadly used summarization model - sentence extraction - to ex-
tract important sentences and compose them into a summary. This
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Fig. 6. Change of ROUGE-1 for different summarization method on (a) DUC2002, (b)
DUC2004 and (c) DUC2006.

approach divides the multi-document summarization task into
three subtasks: (1) evaluating sentences according to their
importance of being part in the summary by calculating their sim-
ilarity to the center of sentences collection, (2) eliminating redun-
dancy while extracting the most important sentences, and (3)
organizing extracted sentences into a summary.
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We present a multi-document summarization model which ex-
tracts key sentences from given documents while reducing redun-
dant information in the summaries. The model is represented as a
QBP problem that was solved by using a binary differential evolu-
tion algorithm. We showed that the resulting summarization sys-
tem based on the proposed optimization approach is competitive
on the DUC2002, DUC2004 and DUC2006 data sets. The
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experimental results provide strong evidence that our method is a
viable method for document summarization.

In future work, we will further improve our approach mainly in
three ways: firstly, weighting of sentences will be studied; then
other modification of DE algorithm will be developed in order to
find the best summary more effectively. In future, we plan also
to experiment our approach with the different similarity measures
to check how it performs.
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