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ABSTRACT

In paper, we propose an unsupervised text summarization model which generates a summary by extracting salient sentences in given document(s). In particular, we model text summarization as an integer linear programming problem. One of the advantages of this model is that it can directly discover key sentences in the given document(s) and cover the main content of the original document(s). This model also guarantees that in the summary can not be multiple sentences that convey the same information. The proposed model is quite general and can also be used for single- and multi-document summarization. We implemented our model on multi-document summarization task. Experimental results on DUC2005 and DUC2007 datasets showed that our proposed approach outperforms the baseline systems.

1. Introduction

With the rapid development of information-communication technologies a huge amount of electronic documents has been produced and collected in the World Wide Web and digital libraries. According to ‘How much information’ the amount of electronic documents increases by 30% annually. This explosion of electronic documents has made it difficult for users to extract useful information from them. A lot of relevant and interesting documents are not read by the user due to the large amount of information.

To tackle this pressing text information overload problem, document clustering (Aliguliyev, 2009, 2009; Wang, Zhu, Li, Chi, & Gong, 2008) and text summarization (Aliguliyev, 2006, 2010; Aliguliyev & Aliguliyev, 2008, 2009; Aliguliyev, Aliguliyev, & Bagirov, 2005) together have been used as a solution. That is why document clustering enables us to group similar text information and then text summarization provides condensed text information for the similar text by extracting the most important text content from a similar document set or a document cluster. For this reason, document clustering and text summarization can be used for important components of information retrieval systems (Yoo, Hu, & Song, 2007). Present search engines usually provide a short summary for each retrieved document in order that users can quickly skim through the main content of the page. Therefore it saves users time and improves the search engine’s service quality (Tao, Zhou, Lam, & Guan, 2008). That is why the necessity of tools that automatically generate summaries arises. These tools are not just for professionals who need to find the information in a short time but also for large searching engines such as Google, Yahoo!, AltaVista, and others, which could obtain a lot of benefits in its results if they use automatic generated summaries. After that, the user only will require the interesting documents, reducing the flow information (Garcia-Hernandez et al., 2009; Yang & Wang, 2008).

Automatic document summarization is one of the tasks that have long been studied in natural language processing. This task is the process of automatically creating a concise version of a text containing the main content of the original document (Kazantseva & Szpakowicz, 2010; Mani & Maybury, 1999). According to the type of information which they contain the summaries can be differently classified. For example, Tucker (1999) categorizes summaries as: descriptive, evaluative, indicative and informative. A descriptive summary can describe both the form and content of a source text. An evaluative summary offers some kind of critical response to the source, thereby evaluating it in some way. Indicative summaries give abbreviated information on the main topics of a document. They should preserve its most important passages and often used as the end part of the information retrieval systems, being returned by search system instead of full document. Thus, an indicative summary is aimed at helping the user to decide whether to read the information source, or not. By contrast, informative summaries provide a digest for full document, retaining important details, while reducing information volume (Fattah & Ren, 2009). The summary type factor is similar to the style output factor indicated by Jones (2007), who identifies three of the same types of summary as Tucker, indicative, informative and critical, and an additional one, aggregative, in which varied or multiple sentences are summarized in relation to each other.

Depending on the number of documents to be summarized, the summary can be a single-document or a multi-document. Single-document summarization can only condense one document into a shorter representation, whereas multi-document summarization...
can condense a set of documents into a summary. Multi-document summarization can be considered as an extension of single-document summarization and used for precisely describing the information contained in a cluster of documents and facilitate users to understand the document cluster. Since it combines and integrates the information across documents, it performs knowledge synthesis and knowledge discovery, and can be used for knowledge acquisition (Aliguliev et al., 2010; Mani & Maybury, 1999; Radev, Blair-Goldensohn, & Zhang, 2001; Wan, 2008).

There are two approaches for document summarization: supervised and unsupervised (Tang, Yao, & Chen, 2009). The supervised approaches treat document summarization as a classification and the task formalize as identifying whether a sentence should be included in the summary or not. However, they require training samples. The unsupervised methods usually utilize clustering algorithms to score the sentences in the document by combining a set of predefined features (Nomoto & Matsumoto, 2003; Yoo et al., 2007).

The summarization task can also be categorized as either generic or query-oriented. A query-oriented summary presents the information that is more relevant to the given queries, while a generic summary gives an overall sense of the document’s content (Carbonell & Goldstein, 1998; Shen, Sun, & Li, 2007). In this paper, we focus on the unsupervised generic text summarization, which generates a summary by extracting key textual units in given document collection. Among other textual units that can be used in the method, we use sentences so that the grammaticality at the sentence level is going to be guaranteed. We represent generic text summarization model as an optimization problem and attempt to globally solve the problem. In particular, we model text summarization as an integer linear programming (ILP) problem. One of the advantages of this representation is that it can directly discover salient sentences in the given document(s) and cover the main content of the original source(s).

The rest of this paper is organized as follows. Section 2 introduces the brief review of the document summarization methods. The proposed generic text summarization model is presented in Section 3. Section 4 presents the algorithms to solve the ILP problem. The experiments and results are given in Section 5. Finally, we conclude our paper in Section 6.

2. Related work

Though text summarization has drawn attention primarily after the information explosion on the Internet, the first work has been done as early as in the 1950s (Luhn, 1958). Since then a variety of summarization methods has been proposed and evaluated. Generally, automatic document summarization methods can be divided into two categories: abstractive and extractive. In fact, major researches have been focused on summary extraction, which selects the pieces such as keywords, sentences or even paragraph from the source to generate a summary. A human summarizer typically does not create a summary by extracting textual units verbatim from a source into the summary. Abstraction can be described as "reading and understanding the text to recognize its content which is then compiled in a concise form" (Kutlu, Cigir, & Cicekli, 2010). In general, an abstract can be described as a summary comprising concepts/ideas taken from the source which are then ‘reinterpreted’ and presented in a different form, whilst an extract is a summary consisting of units of text taken from the source and presented verbatim (Kutlu et al., 2010).

The extractive methods proposed in Aliguliev and Aliguliyev (2005), Salton, Singhal, Mitra, and Buckley (1997) decompose a document in a set of paragraphs (sentences), using the cosine measure computes the similarity between paragraphs (sentences) and they represent the strength of the link between two paragraphs (sentences), and paragraphs (sentences) extracted according to different strategies.

In recent years, a variety of graph-based methods have been proposed for multi-document summarization (Erkan & Radev, 2004; Otterbacher, Erkan, & Radev, 2009; Radev et al., 2001; Wan & Xiao, 2009; Wan, Yang, & Xiao, 2007; Wei, Li, Lu, & He, 2008; Zhang, Cheng, Wu, & Xu, 2008, 2009; Zhao, Wu, & Huang, 2009). The graph-based methods first construct a graph representing the sentence relationships at different granularities and then evaluate the topic-biased saliency of the sentences based on the graph. Wan and Xiao (2009) considered the within-document relationships and the cross-document relationships between sentences as two separate modalities, and proposed to use the multi-modality manifold-ranking algorithm to fuse the two modalities. A transductive approach (Amini & Usunier, 2009) for extractive multi-document summarization identifies topic themes within a document collection, which help to identify two sets of relevant and non-relevant sentences. In Haghighi and Vanderwende (2009) have been presented an exploitation of content models for multi-document summarization and demonstrated that the use of structured topic models can benefit summarization quality as measured by automatic and manual metrics.

The paper (He, Shao, Li, Yang, & Ma, 2008) presents an approach based on estimation of content terms. In the process of estimating content-terms, it makes full use of the relevant feature and the information richness feature for assigning importance to each of them. With summary content terms being identified correctly, the candidate sentences are ranked and best sentences are selected to form the summary.

In automatic document summarization, the selection process of the distinct ideas included in the document is called diversity. The diversity is very important evidence serving to control the redundancy in the summarized text and produce more appropriate summary. Many approaches have been proposed for text summarization based on the diversity. The pioneer work for diversity based text summarization is MMR (maximal marginal relevance), it was introduced by Carbonell and Goldstein (1998). MMR maximizes marginal relevance in retrieval and summarization. The sentence with high maximal relevance means it is highly relevant to the query and less similar to the already selected sentences. The clustering plays an important role in text summarization (Aliguliev & Aliguliyev, 2008, 2009; Aliguliyev, 2006, 2009, 2010; Aliguliev et al., 2005; Nomoto & Matsumoto, 2003). It is used as an effective tool for finding the diversity among the sentences. In Binwahlan, Salim, and Suanmali (2009) two ways were used for finding the diversity: the first one is a preliminary way where the document sentences are clustered based on the similarity and all resulting clusters are presented as a tree containing a binary tree for each group of similar sentences. The second way is to apply the proposed method on each branch in the tree to select one sentence as summary sentence. The clustering algorithm and binary tree were used as helping factor for finding the most distinct topics in the text. Nomoto and Matsumoto presented a new unsupervised approach for text summarization where evaluation does not rely on matching extracts against human-made summaries but measuring the loss of information in extracts in terms of retrieval performance. This approach firstly clusters the sentences and uses the obtained sentence clusters to generate a summary. The University of Michigan’s summarization system, named MEAD, was initially developed to produce multi-document extractive
summaries. The main idea behind MEAD is the use of the centroid-based feature which identifies sentences that are highly relevant to an entire cluster of related documents. For each sentence, MEAD then computes three values: the centroid score which is a measure of the centrality of a sentence to the overall topic of a cluster (or document in the case of a single-document cluster), the position score which decreases linearly as the sentence gets farther from the beginning of a document, and the overlap-with-first score which is the inner product of the tf-idf (term frequency-inverse document frequency) weighted vector representations of a given sentence and the first sentence (or title, if there is one) of the document (Radev et al., 2001). Recently, a new language model, factorization with given bases (FGB) (Wang et al., 2008) is proposed for document clustering and summarization by making use of both word-document matrix and word-sentence matrix.

In Yang and Wang (2008), a novel summarization model based on fractal theory has been presented. This model creates the summary of a document by a recursive deterministic algorithm based on the hierarchical document structure. The original document is represented as a fractal tree according to its document structure. The system extracts the sentences from the top level to the lower levels.

Paper (Lee, Park, Ahn, & Kim, 2009) presents a novel generic document summarization method using the generic relevance of a sentence based on negative matrix factorization (NMF). The proposed method has the following advantages: NMF selects more meaningful sentences than the LSA-related methods, because it can use more intuitively interpretable semantic features and grasp the innate structure of documents. Wang, Zhu, Li, and Gong (2009) proposed a Bayesian sentence-based topic model (BSTM) for multi-document summarization by making use of both the word-document and word-sentence associations. The BSTM models the probability distributions of selecting sentences given topics and provides a principled way for the summarization task. Tao et al. (2008) have designed word-based and sentence-based association networks (WAN and SAN for short, respectively) and proposed word and sentence weighting approaches based on how much co-occurrence information they contain, and applied to text summarization.

Filatova and Hatzivassiloglou (2004) modeled extractive document summarization as a maximum coverage problem that aims at covering as many conceptual units as possible by selecting some sentences. McDonald (2007) formalized text summarization as a knapsack problem with knockspack constraint. But in Shen et al. (2007) they represented document summarization as a sequential labeling task and it solved with conditional random fields. Although this task is globally optimized in terms likelihood, the coverage of concepts is not taken into account. In Takamura and Okumura (2009), Takamura and Okumura represented text summarization as maximum coverage problem with knockspack constraint. But in Shen et al. (2007) they represented document summarization as a sequential labeling task and it solved with conditional random fields. Although this task is globally optimized in terms likelihood, the coverage of concepts is not taken into account. In Takamura and Okumura (2009), text summarization formalized as a budgeted median problem. This model covers the whole document cluster through sentence assignment, since in this model every sentence is represented by one of the selected sentences as much as possible. An advantage of this method is that it can incorporate asymmetric relations between sentences in a natural manner.

3. The proposed text summarization model

Assuming that the summarization task is to find the subset of sentences in text which in some way represents main content of source text, then arises a natural question: ’what are the properties of text that should be represented or retained in a summary’. A summary will be considered good, if the summary represents the whole content of the document(s) (Nomoto & Matsumoto, 2003). When creating summary from document(s), systems generally attempt to optimize three properties, namely

- Relevance: Summary should contain informative textual units that are relevant to the user.
- Redundancy: Summaries should not contain multiple textual units that convey the same information.
- Length: Summary is bounded in length.

Optimizing all three properties jointly is a challenging task and is an example of a global summarization problem. That is why the inclusion of relevant textual units relies not only on properties of the units themselves, but also properties of every other textual unit in the summary (McDonald, 2007).

3.1. Mathematical formalization

We would like to generate a summary such that similarity between a document collection and the summary is maximized. In the following, we introduce model for that purpose.

As input we are given a document collection \( D = \{d_1, d_2, \ldots, d_D\} \), where \( D \) is the number of documents. Each document \( d_i \) contains a set of sentences \( \{s_i_1, s_i_2, \ldots, s_i_n\} \), where \( n \) is the number of sentences in the \( d_i \), \( i = 1, \ldots, D \). For simplicity, we represent the document collection simply as the set of all sentences from all the documents in the collection, i.e. \( D = \{s_{1,1}, s_{1,2}, \ldots, s_{n,D}\} \), where \( s_i \) denotes \( i\)th sentence in \( D \), \( n \) is the number of sentences in the document collection, \( s_j \in D \) iff \( s_j \in d_i \in D \). Let \( T = \{t_1, t_2, \ldots, t_m\} \) represents all the terms occurring in \( D \), where \( m \) is the number of different terms. We attempt to find a subset of the sentences \( D = \{s_{1,1}, s_{1,2}, \ldots, s_{n,D}\} \) that covers the main content of the document collection. If we let \( S \subseteq D \) be the set of sentences constituting a summary, then the similarity between the document collection and the summary is going to be \( \text{sim}(D, S) \), which we would like to maximize. Here \( D \) denotes a feature vector of the document collection, \( S \) denotes a feature vector of the summary \( S \), and \( \text{sim}(D, S) \) denotes the similarity of two vectors \( D \) and \( S \). In our study we use the cosine similarity and the NGD-based similarity measure because summary to the document or the entire document cluster are supposed to be important in summarization (Aliguliyev, 2009, 2010; Aliguliev & Alyguliev, 2008, 2009). These similarity measures will be defined below.

We next have to impose the cardinality constraint on this maximization so that we can obtain a summary of length \( L \) or shorter. The length \( L \) is measured, for example, by the number of words or bytes in the summary.

Formally we can formalize the document summarization problem as follows:

\[
\begin{align*}
\text{maximize } \text{sim}(D, S), \\
\text{s.t. } \text{len}(S) \leq L, \\
\end{align*}
\]

where \( \text{len}(S) \) denotes the length of the summary \( S \in D \).

Apparently the problem (1) and (2) does not guarantee that a summary will not contain multiple sentences that convey the same information, i.e. redundancy in a summary will not be minimized. On the other hand, from the computational complexity viewpoint such formalization is not effective as at each step the feature vector of the summary should be calculated anew. To overcome these drawbacks we formalize the problem (1) and (2) in another way.

We introduce the following notations. Let \( x_0 \) denotes a variable which is 1 if pair of sentences \( s_j \) and \( s_k \) are selected, to be included in the summary, otherwise 0, and \( \text{len}(s_j) \) denotes the length of sentence \( s_j \).

\[
\begin{align*}
\text{maximize } & \text{sim}(D, S), \\
\text{s.t. } & \text{len}(S) \leq L, \\
\end{align*}
\]
Thus, assuming that each sentence is a candidate-summary sentence, then the problem (1) and (2) can be rewritten as:

\[
\text{maximize } f = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \left[ \text{sim}(D, s_i) + \text{sim}(D, s_j) - \text{sim}(s_i, s_j) \right] x_{ij},
\]

s.t. \[
\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} (\text{len}(s_i) + \text{len}(s_j)) x_{ij} \leq L,
\]

\[x_{ij} \in \{0,1\}, \forall i,j.
\]

where \(s_i\) denotes a feature vector of the sentence \(s_i\).

Now our objective is to find the binary assignment on \(x_{ij}\) (5) with the best coverage and less redundancy (3) such that the summary length is at most \(L\) (4). Eqs. (3)–(5) is an integer linear programming (ILP) problem, where both the objective function (3) and the constraint (4) are linear in the set of integer variables (5). The objective function (3) guarantees that the main content of the document collection will be covered by the summary, i.e. the summary will be relevant to the user (this is guaranteed by the first and second terms). This function also guarantees that in the summary will not be multiple textual units that convey the same information, i.e. redundancy in the summary will be reduced (this provides the third term). Eq. (4) is the cardinality constraint, which guarantees that the summary is bounded in length. The integrality constraint on \(x_{ij}\) (5) is automatically satisfied in the problem above.

### 3.2. Similarity measure

For calculation of similarity between textual units, each of them should be presented as a vector. The vector space model is the most known representation scheme for textual units. The vector space model represents textual units by counting terms or sequence of terms.

#### 3.2.1. Cosine similarity

It uses the weighting terms representation of the textual units. According to this representation, the sentence \(s_i\) is represented as a weighting vector of the terms, \(s_i = \{w_{t1}, w_{t2}, \ldots, w_{tm}\}\), where \(m\) is the number of the terms in the document collection, \(w_{tk}\) is the weight of the term \(t_k\) in the sentence \(s_i\). The component \(w_{tk}\) is defined using the tf-idf scheme. This scheme combines the definitions of term frequency and inverse sentence frequency, to produce a composite weight for each term in each sentence. This weighting scheme assigns to term a weight in sentence given by

\[
w_{tk} = f_k \times \log \left( \frac{n}{n_k} \right),
\]

where \(f_k\) is the term frequency (i.e. denotes how many term \(t_k\) occurs in sentence \(s_i\)), \(n_k\) denotes the number of sentences in which term \(t_k\) appears. The term \(\log (n/n_k)\), which is very often referred to as the tf-idf factor, accounts for the global weighting of term \(t_k\). The tf-idf factor has been introduced to improve the discriminating power of terms in the traditional information retrieval.

In other words, tf-idf assigns to term \(t_k\) a weight in sentence \(s_i\) that is

- highest when \(t_k\) occurs many times within a small number of sentences;
- lower when the term occurs fewer times in a sentence, or occurs in many sentences;
- lowest when the term occurs in virtually all sentences.

Then, the cosine similarity between two vectors \(\overline{s}_i\) and \(\overline{s}_j\) we calculate as

\[
\text{sim}_{\text{cos}}(\overline{s}_i, \overline{s}_j) = \frac{\sum_{k=1}^{n} w_{ik} w_{jk}}{\sqrt{\sum_{k=1}^{n} w_{ik}^2 \cdot \sum_{k=1}^{n} w_{jk}^2}}, \quad i, j = 1, \ldots, n.
\]

#### 3.2.2. NGD-based similarity

To calculate the NGD-based similarity between two sentences each of them must be represented as a sequence of terms (Aliguliev, 2009, 2010; Aliguliev & Aliguliyev, 2009). For example, the sentence \(s_i\) is represented as a set of distinct terms appearing in it, \(s_i = \{t_1, t_2, \ldots, t_{s_i}\}\), where \(s_i\) is the number of distinct terms in \(s_i\). Then the similarity between two sentences \(s_i\) and \(s_j\) we calculate as follows (Aliguliev & Aliguliyev, 2009):

\[
\text{sim}_{\text{NGD}}(s_i, s_j) = \sum_{k=1}^{s_i} \sum_{j=1}^{s_j} \text{sim}_{\text{NGD}}(t_k, t_j),
\]

where

\[
\text{sim}_{\text{NGD}}(t_k, t_j) = \exp(-\text{NGD}(t_k, t_j))
\]

is the NGD-based similarity measure between terms \(t_k\) and \(t_j\). In \((9)\) \text{NGD}(t_k, t_j) is the Normalized Google Distance (Cilibrasi & Vitanyi, 2007) between terms \(t_k\) and \(t_j\) which in Aliguliev (2009, 2010), Aliguliev and Aliguliyev (2009) is slightly modified:

\[
\text{NGD}(t_k, t_j) = \max \{\log(f_k), \log(f_j)\} - \log n - \min \{\log(f_k), \log(f_j)\}
\]

where \(f_k\) is the number of sentences containing the term \(t_k\) and \(f_j\) denotes the number of sentences containing both terms \(t_k\) and \(t_j\) is the number of sentences in the document collection.

#### 3.3. Weighted combination of the objective functions

As it is known (Aliguliev, 2010), the similarity measure plays an important role in text summarization. In order to investigate how the relative contributions from the cosine measure and the NGD-based measure between sentences influence the summarization performance, we propose to define the final objective function by linearly combing the objective function based on the cosine similarity measure and the objective function based on the NGD-based similarity measure as follows:

\[
\text{maximize } f_{\alpha} : f_{\alpha} = (1 - \alpha) \cdot f_{\text{cos}} + \alpha \cdot f_{\text{NGD}}.
\]

where

\[
f_{\text{cos}} = \sum_{i=1}^{n} \sum_{j=i+1}^{n} \text{sim}_{\text{cos}}(D, s_i) + \text{sim}_{\text{cos}}(D, s_j) - \text{sim}_{\text{cos}}(s_i, s_j) x_{ij},
\]

\[
f_{\text{NGD}} = \sum_{i=1}^{n} \sum_{j=i+1}^{n} \text{sim}_{\text{NGD}}(D, s_i) + \text{sim}_{\text{NGD}}(D, s_j) - \text{sim}_{\text{NGD}}(s_i, s_j) x_{ij}.
\]

The weighting parameter \(\alpha \in [0,1]\) specifies the relative contributions to the final information richness of sentences from the cosine similarity measure and the NGD-based measure between sentences. If \(\alpha = 0\), \(f_{\alpha}\) is equal to \(f_{\text{cos}}\); if \(\alpha = 0\), \(f_{\alpha}\) is equal to \(f_{\text{cos}}\); and \(\alpha = 0.5\), the cosine measure and the NGD-based measure are assumed to be equally important.

### 4. Algorithms for solving the optimization problem

In this section, we explain the algorithms applied to solve the ILP problem (11), (4) and (5).

#### 4.1. Branch-and-bound algorithm

Solving arbitrary ILPs is an NP-hard problem. However, ILPs are a well studied optimization problem with efficient branch-and-bound (B&B) algorithms for finding the optimal solution. Since
4.2. Binary particle swarm optimization algorithm

The particle swarm optimization (PSO) algorithm is a stochastic population-based search algorithm inspired by the social behavior of bird flocks or schools of fish. Since its introduction in 1995, PSO has drawn much attention and has been applied to the solution of optimization problems (Poli, Kennedy, & Blackwell, 2007).

The PSO algorithm for a global optimization problem uses a swarm of \(N_{sw}\) particles. Each particle \(i\) of the swarm is associated with a position in the continuous \(n\) dimensional search space \(p_i(t) = [p_{i1}(t), \ldots, p_{in}(t)], i = 1, \ldots, N_{sw}\). For each particle \(i\), the best previous position (personal best), and the particle position change (velocity) are recorded and represented as

\[
p^\text{best}_i = [p^\text{best}_i(1), \ldots, p^\text{best}_i(n)] \quad \text{and} \quad v_i(t) = [v_i(1), \ldots, v_i(n)].
\]

The position associated with the current best function value is denoted as \(g^\text{best} = [g^\text{best}_1, \ldots, g^\text{best}_n]\) (global best).

The personal best position of particle \(x_i\) at iteration \((t+1)\) is calculated as:

\[
p^\text{best}_i(t+1) = \begin{cases} p^\text{best}_i(t), & \text{if } f_s(p_i(t+1)) \leq f_s(p^\text{best}_i(t)) \\ p_i(t+1), & \text{otherwise} \end{cases},
\]

where \(f_s(\cdot)\) is the objective function (11).

At the iteration \(t\) the best position of swarm is computed as:

\[
g^\text{best}(t) = \max \{f_s(p_1(t)), \ldots, f_s(p_{N_{sw}}(t))\}.
\]

The following equations are used to update iteratively the particles' velocities and positions:

\[
v_{ij}(t+1) = w \cdot v_{ij}(t) + c_1 \cdot r_1 \cdot (p^\text{best}_i(t) - p_{ij}(t)) + c_2 \cdot r_2 \cdot (g^\text{best}(t) - p_{ij}(t)),
\]

where \(p_{ij}(t)\) and \(v_{ij}(t)\) denote respectively the position and velocity of the \(i\)th particle with respect to the \(j\)th dimension \((j=1,2,\ldots,n)\) at iteration \(t\), \(t=0,1,\ldots\) indicates the iteration number, \(r_1\) and \(r_2\) are two independent random numbers uniformly distributed within the interval \([0,1]\).

The initial value of the position and the velocity vectors are generated as uniform random variables by the following rules:

\[
p_{ij}(0) = p_{\text{min}} + (p_{\text{max}} - p_{\text{min}}) \cdot r_1,
\]

\[
v_{ij}(0) = v_{\text{min}} + (v_{\text{max}} - v_{\text{min}}) \cdot r_2,
\]

where \(v_{\text{min}}, v_{\text{max}}\) are the allowable minimum and maximum velocity values, \(p_{\text{min}}, p_{\text{max}}\) are the allowable minimum position and maximum position of particles.

The inertia weight, \(w\), controls the influence of previous velocity on the current velocity. Typically \(w\) is reduced linearly, from \(w_{\text{max}}\) to \(w_{\text{min}}\). Each iteration, a good starting point is to set \(w_{\text{max}}\) to 0.9 and \(w_{\text{min}}\) to 0.4

\[
w(t) = \frac{(w_{\text{max}} - w_{\text{min}})}{t_{\text{max}}} \cdot t_{\text{max}} + w_{\text{min}},
\]

where \(t\) is the current iteration and \(t_{\text{max}}\) is the maximum number of iterations, \(w_{\text{max}}\) and \(w_{\text{min}}\) represent the starting and ending inertia weight values to control the inertia, respectively.

It was shown that a good convergence can be ensured by making the acceleration and inertia constants dependent on their relation is shown in the following equation with an intermediate parameter \(\varphi\)

\[
w = \frac{1}{\varphi - 1 + \sqrt{\varphi^2 - 2\varphi}},
\]

\[
(21) \quad c_1 = c_2 = \varphi \cdot w.
\]

The swarm size \(N_{sw}\) plays an important role in evolutionary methods. An appropriate population size can maintain the effectiveness of the algorithm. It is quite a common practice in the PSO literature to limit the number of particles to the range from 20 to 60.

The binary PSO algorithm was introduced to allow the PSO algorithm to operate in binary problem spaces. The major difference between binary PSO with continuous version is that velocities of the particles are rather defined in terms of probabilities that a bit will change to one. Using this definition a velocity must be restricted within the range \([0,1]\). So a map is introduced to map all real valued numbers of velocity to the range \([0,1]\). In the binary PSO, Eq. (16) for updating the velocity remains unchanged, but Eq. (16) for updating the position is redefined by the rule:

\[
p_{ij}(t+1) = \begin{cases} 1, & \text{if } \text{rand} < \text{sign}(v_{ij}(t+1)) \\ 0, & \text{otherwise} \end{cases},
\]

where \(\text{rand}\) is the random number selected from a uniform over \([0,1]\), and \(\text{sign}(\cdot)\) is the sigmoid function for transforming the velocity to the probability as the following expression

\[
\text{sign}(v_{ij}(t+1)) = \frac{1}{1 + \exp(-v_{ij}(t+1))}.
\]

The complete computational procedure of the binary PSO can be summarized as follows:

Step 1 (Initialize). Initialize parameters and population with random position and velocities using Eqs. (18)–(22).

Step 2 (Evaluation). Evaluate the fitness value (the desired objective function) for each particle.

Step 3 (Find the personal best). If the fitness value of particle \(i\) is better than its best fitness value (personal best), then set the current fitness value as the new personal best to particle \(i\) (Eq. (14)).

Step 4 (Find global best). If any personal best is updated and it is better than the current global best, then set global best to the current value (Eq. (15)).

Step 5 (Update velocity and position). Update velocity and move to the next position according Eqs. (16) and (23).

Step 6 (Stopping criterion). If the maximum number of iterations, \(t_{\text{max}}\), is met, then stop; otherwise go back to step 2.

5. Experiments

In this section, we conducted the experiments to evaluate the performance of the proposed method.

5.1. Datasets

Following the most relevant previous methods we evaluated the proposed model on the DUC2005 and DUC2007 datasets, both of which are open benchmark datasets from Document Understanding Conference (DUC) (Document Understanding Conference, XXXX) for automatic summarization evaluation. DUC2005 and DUC2007 datasets consist of 50 and 45 topics, respectively. Each topic of DUC2005 includes 25–50 documents and each topic of DUC2007 includes a fixed number – 25 documents. The task is to create a summary of no more than 250 words for each topic to answer the information expressed in the topic statement. Table 1 gives a brief description of the datasets.
All the documents were segmented into sentences using a script distributed by DUC. For similarity computation, we preprocessed each sentence by (a) removing stopwords; (b) removing words that appear less than five times in the corpus; and stemming the remaining words. For removing the stopwords we used the stoplist from English stoplist (XXX), which contains about 600 common words. In our experiments, stopwords were stemmed using the Porter’s scheme (Porter Stemming Algorithm, XXXX).

5.2. Performance evaluation metrics

For performance evaluation we used the ROUGE-1.5.5 (Recall-Oriented Understudy for Gisting Evaluation) package (Lin, 2004). ROUGE is adopted by DUC as the official evaluation metric for text summarization. It includes measures which automatically determine the quality of a machine summary by comparing it to other (ideal) summaries created by humans: ROUGE-N, ROUGE-L, ROUGE-W, ROUGE-S and ROUGE-SU. These measures evaluate the quality of the summarization by counting the number of overlapping units, such as N-grams, between the generated summary by a method and a set of reference summaries.

Basically, the ROUGE-N measure compares N-grams of two summaries, and counts the number of matches. This measure is computed as Lin (2004):

$$\text{ROUGE-N} = \frac{\sum_{S \in \text{Summed}} \sum_{N-gram \in S} \text{Count}_{\text{match}}(N-gram)}{\sum_{S \in \text{Summed}} \sum_{N-gram \in S} \text{Count}(N-gram)},$$

where \( N \) stands for the length of the N-gram, \( \text{Count}_{\text{match}} \) (N-gram) is the number of N-grams co-occurring in candidate summary and the set of reference summaries. \( \text{Count}(N-gram) \) is the number of N-grams in the reference summaries.

N-gram overlap with \( N = 1 \) behaves similarly to cosine similarity. But for \( N > 1 \), N-gram overlap is a more strict matching algorithm than cosine similarity, because it is sensitive to the ordering of words in a sentence.

Lin (2004) implemented two extensions to ROUGE-N: skip-bigram co-occurrence (ROUGE-S) and skip-bigram co-occurrence averaged with unigram co-occurrence (ROUGE-SU). The way ROUGE-S is calculated identical to ROUGE-2, except that skip bigrams are defined as subsequences rather than the regular definition of bigrams as substrings. Skip-bigram (skip-bigram is any pair of words in their sentence order, allowing for arbitrary gaps) co-occurrence statistics, ROUGE-S, measure the similarity of a pair of summaries based on how many skip-bigrams they have in common:

$$P_{\text{skp2}}(R, S) = \frac{\text{SKP2}(R, S)}{C(|S|, 2)}, \quad R_{\text{skp2}}(R, S) = \frac{\text{SKP2}(R, S)}{C(|R|, 2)},$$

$$P_{\text{skp2}}(R, S) = \frac{(1 + \beta^2) P_{\text{skp2}}(R, S) R_{\text{skp2}}(R, S)}{\beta^2 P_{\text{skp2}}(R, S) + R_{\text{skp2}}(R, S)},$$

where \( \text{SKP2}(R, S) \) is the number of skip-bigram matches between \( R \) and \( S \), \( \beta \) is the relative importance of \( P_{\text{skp2}}(R, S) \) and \( R_{\text{skp2}}(R, S) \), \( P_{\text{skp2}}(R, S) \) being the precision of \( \text{SKP2}(R, S) \) and \( R_{\text{skp2}}(R, S) \) a recall of \( \text{SKP2}(R, S) \). \( C \) is the combination function.

One potential problem for ROUGE-S is that it does not give any credit to a candidate sentence if the sentence does not have any word pair co-occurring with its references. To accommodate this, we extend ROUGE-S with the addition of unigram as counting unit. ROUGE-SU is an extension of ROUGE-S with the addition of unigram as the counting unit, which is a weighted average between ROUGE-S and ROUGE-1.

For evaluation of our method, we use the ROUGE-2 and ROUGE-SU4 metrics. ROUGE-2 compares the bigram overlap between the system summary and the manual summaries created by human. ROUGE-SU4 is an extended version of ROUGE-2 that allows word-level gaps of maximum length 4 between the bigram tokens.

5.3. Results and analysis

We compared our method on DUC2005 dataset with the six methods: TranSumm (Amini & Usunier, 2009), QEA (Zhao et al., 2009), Content-term (He et al., 2008), Biased LexRank (Otterbacher et al., 2009), TMR + TF (Tang et al., 2009) and Qs-MRC (Wei et al., 2008). For evaluation of our method on DUC2007 dataset we selected the following methods: PNR2 (Wenjie, Furu, Qin, & Yanxiang, 2008), PRPSum (Liu, Wang, Zhang, & Xu, 2008), GSPSum (Zhang, Xu, & Cheng, 2008) and AdaSum (Zhang et al., 2008). These methods have been chosen for comparison because they have achieved the best results on the DUC2005 and DUC2007 datasets. The experimental results are shown in Tables 2 and 3. In Tables 2 and 3 MCMR (Maximum Coverage and Minimum Redundant) denotes the proposed method (in brackets by the B&B and PSO respectively denoted the branch-and-bound and particle swarm optimization algorithms which have been used for solving the optimization problem).

The PSO algorithm is stochastic in nature. Hence, it has been run several times. The parameters of the binary PSO are set as follows: the swarm size, \( N_{sw} = 50 \); the number of iteration, \( t_{max} = 500 \); the allowable minimum position and maximum position of particles, \( p_{min} = 50 \); \( p_{max} = -50 \); the allowable minimum and maximum velocity values, \( v_{min} = 5 \); \( v_{max} = -5 \). In the experiments, the weighting parameter \( \alpha \) is set as follows: \( \alpha = 0.65 \) (on the DUC2005 dataset) and \( \alpha = 0.55 \) (on the DUC2007 dataset). The impact of using different \( \alpha \)’s are further studied.

With comparison to the average ROUGE values for other methods, our method can achieve significant improvement. Results of comparison reported in Tables 4 and 5. We observe that the result of our method directly depends on the optimization algorithm. As shown in Tables 4 and 5, among two algorithms B&B and PSO the best result obtained by the B&B. We observe also that our method MCMR (B&B) with the B&B optimization algorithm demonstrates the best ROUGE values and outperforms all the other systems on both datasets. Among other methods the best results have been shown by the Qs-MRC and PRPSum methods on DUC2005 and DUC2007 datasets, respectively. Comparison with the method Qs-MRC on DUC2005 dataset shows that our method MCMR
(B&B) improves the performance by 1.41% and 1.90% in terms ROUGE-2 and ROUGE-SU4 metrics, respectively. Comparison also with the PPRSum on DUC2007 dataset shows the method MCMR (B&B) improves the performance by 2.18% and 2.51% in terms ROUGE-2 and ROUGE-SU4 metrics, respectively. Here for comparison we have used the relative improvement \((\text{ourmethod} - \text{othermethods}) \times 100\) for comparison. In Tables 2, 3, 6 and 7 bold entries represent the best performing summarization methods in terms of evaluation metrics. In these tables through MCMR (Maximum Coverage and Minimum Redundant) denoted our model with the objective function \(f_a\).

In this section, we also show the evaluation results of the objective function \(f_a(11)\) under the different values of the parameter \(a\). In order to investigate the influences of the parameter \(a\) in the proposed method (11), the parameter value of \(a\) is varied from 0 to 1. Tables 6 and 7 demonstrate the influence of the weighting parameter \(a\) to performance of the method \(f_a\) in ROUGE2 and ROUGE-SU4 scores, respectively.

The value \(a = 0\) corresponds to the function \(f_{NGD}(13)\), and \(a = 1\) represents the \(f_{cos}(12)\). We can see that when \(a\) varies between 0 and 1, better summarization performances were observed for all ROUGE scores compared to that with \(a = 0\) and \(a = 1\). It means that use of weighted combination \(f_a\) leads to better performance than \(f_{cos}\) and \(f_{NGD}\). We observe also that the objective function \(f_a\) demonstrates better results than the objective function \(f_{NGD}\) and each of them outperforms other baseline systems. From Tables 6 and 7, we observe that \(a = 0.65\) is the optimal value on DUC2005 dataset, and \(a = 0.55\) is the optimal value on DUC2007 dataset. Notice that, the ROUGE values reported in Tables 6 and 7 are obtained by the branch-and-bound algorithm.

6. Conclusion

We have presented an approach to automatic document. Our approach modeled as an integer linear programming problem. This model generally attempts to optimize three properties, namely, (1) relevance: summary should contain informative textual units that are relevant to the user; (2) redundancy: summaries should not contain multiple textual units that convey the same information; and (3) length: summary is bounded in length. The approach proposed in this paper is applicable to both tasks: single- and multi-document summarization. In both tasks, documents are split into sentences in preprocessing. We select some salient sentences from document(s) to generate a summary. Finally, the summary is generated by threading all the selected sentences in the order that they appear in the original document(s). Here, we implemented our model on multi-document summarization task. When
comparing our methods to several existing summarization meth-
ods on an open DUC2005 and DUC2007 datasets, we found that
our method can improve the summarization results significantly.
The methods were evaluated using ROUGE-2 and ROUGE-SU4 met-
rics. In this paper we also demonstrated that the summarization
results depend on the similarity measure used. Results of experiments
showed that combination of the NGD-based and cosine similarity
measures conducts to better result than their use separately.
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