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Occurrence of WWW at the end of the previous century has led to fast growth of information
qjuantity, accessible to users. From all kinds of the information saved up on WWW, text data consist
ot less than 90 % of the information. As it is known, in order to find in such huge knowledge bases
omething valuable is possible only by means of specialized technologies. One of these technologics is
ext mining. Text mining technology, is developed on the base of thic static and linguistic analysis, as
1l as, an artificial intellect, it is intended for content analysis and search in unstructured text data.
ith application of text mining technology uscrs can receive valuable information - new knowledge.
asic functions of text mining can include the followings: summarization, clustering, classification,
sature selection, question answering, thematic indexing, keyword scarching, also creating taxonomies
1d thesauri.
Let given collection of documents D = {D;, D;,....,Dy}. Through S = {51,552, ...,Sa} we shall
note a sct of sentences in this collection. Scntcnccs collection S = {51.Ss,...,Sm} we present
a graph where vertexes correspond to sentences, and the weight of edges corresponds a similarity
sasure between them. Let’s admit, that cach sentence is presented as a sequence of words, appearing
pit,S; = {tl,t7 N } j=1,2,...,M. Then a similarity measurc between pair S, € S and 5; € S
e shall determine as following formula:
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ere [Sk| denotes the nunber of words in the sentence Sg,  [Sk{) Sl is the number of identical
ords in both sentences Sy and S;. From definition (1) follows that, if |Sk (S| = |Sk| = |Si], so
m(Sk, S;) = 1. On the contrary, if [Sx(NSi| = 0, so sim(Sk, Sp) =0.
The ranking algorithm WICER is given by formula:
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here,
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) PR(j) is the rauk of sentence S; of document Dj;
2) 1\/718 thc number of sentences in r,hc docuinent COHCCthD D ={Di,Dy,....,Dn};
3) N is the number of documents in the document collection D = {Dy, Dl, - Dn};
4) N; is the number of documents that have an edge to document D;
5) d is the damping factor, d € [0.8, 1];
) W, is the weight of docum(‘nt Dyp;
) Op is the set of sentences in docurncnt Dy, having links to sentence S; of document Dj;
) a, pFEL '
8, p=1
the inter document and intra-document cdge weights, respectively).
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8) wy; is the of the cdge from document D, to D;, wy; = (parameters o and 3 are

Aally, as to selection of sentences to generate a summary, in cach document sentences arc sorted in
€rsed order of their score and the top ranked scntences are sclected for in the extractive summary.
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