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Abstract

 

—The article considers methods of intelligent data analysis (data mining) used in problems
involved in the analysis of Web traffic, and also considers the application of the method of cluster anal-
ysis and a newly developed model for the study of Web user activity.
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1. INTRODUCTION

An intelligent method of analysis of Web traffic is considered to be one possible approach for determin-
ing the level of utilization of information resources and for knowledge extraction [1–3]. It may be charac-
terized briefly in the following way. At the present time enormous information arrays have been accumu-
lated by different Web servers. The problem is that it is difficult to determine and analyze the useful infor-
mation. The absence of any possibility of obtaining the most necessary and most complete information
according to a particular criterion makes most of the accumulated resources quite useless. Since the study
of a particular problem requires very great labor costs for the direct discovery and analysis of useful infor-
mation on a particular topic, many solutions are adopted on the basis of an incomplete representation of the
problem [3, 4].

The log files present on a server have always been the basic source of information about the traffic pass-
ing through a Web site and about user behavior. The overwhelming majority of tools for monitoring and ana-
lyzing Web sides is based on the use of these files [1, 3]. Such parameters as the volume of traffic, addresses
of site visitors, methods of exiting from the site, and the response to the content of the site are evaluated on
the basis of data on calls to the given site. However, the need to obtain more extensive information about
Web sites than just the basic information, moreover, information that is also more detailed and more reliable,
is becoming increasingly more urgent.

Through the use of methods of intelligent data analysis, or “data mining,” it is possible to reduce the
number of man-hours expended in extraction of data, represented in the log file of Web servers. The appli-
cation of intelligent methods makes it possible to find and analyze useful information, while the use of meth-
ods of cluster analysis makes it possible to study Web users.

2. FORMALIZATION OF PROBLEM

With the increase in the popularity of the World Wide Web, Web sites are playing an important role in
communicating knowledge and information to users. The discovery and processing of information is an
important problem for determining an effective marketing strategy and optimal utilization of a Web server
[2, 5]. Most tools that have now been created tor the analysis of Web traffic supports the collection of sta-
tistical information without extraction of useful knowledge for Web managers. The analysis of useful infor-
mation is being spurred on due to the large and growing volume of Web traffic.

It is possible to identify the user through the use of information that has accumulated in a log file, such
as the date and time of a user visit, the IP address of the user computer, the name of the user browser, the
URL of the user-requested page, the user referer, etc. [5].

By observing the traffic on a server, we may determine whether the visitors encountered any errors, from
which reference they encountered an error, etc. If a site visitor was redirected to us by a computer search,
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we can see precisely which computer and which key words were used. Such information may prove to be
very opportune when planning an advertising campaign or in the development of new content [4–6]. How-
ever, it is extremely tiresome to sit for hours by the monitor and analyze information by means of instruc-
tions. The use of professional analyzers of log files is, of course, a better alternative, one that, moreover,
assures a sufficiently detailed analysis of Web traffic.

New tools for extraction of data utilize such complex methods as data mining [7, 8]. The methods of data
mining represent a new scientific trend, one that has appeared and has developed on the base of advances in
applied statistics, methods of artificial intelligence, database theory, and a number of other fields.

Most of the program tools that have recently appeared for the analysis of traffic make it possible to filter
and obtain statistical information about users. Such toolkits help determine the number of calls to different
files and servers and the addresses of individual users. Moreover, such systems are designed for a small or
limited flow of data and rarely make it possible to perform an analysis of the relationship between calls to
files and the underlying logic of the location of these files.

In the present study the method of clustering will be used to analyze Web traffic and study user activity.
For this purpose, statistical data on the daily activity of each user over the course of a week are processed.
Using these data, the following mathematical model may be constructed:

(1)

where user

 

i

 

 is the 

 

i

 

-th user and 

 

w

 

 the weight of the activity of the 

 

i

 

-th user on each day of the week.
Using the method of clustering, it becomes possible to partition users into clusters in terms of daily activ-

ity, to analyze user activity, and to arrive at effective decisions.

2. METHODS OF CLUSTER ANALYSIS

Clustering of Web users is the basic domain of application of methods of cluster analysis in Web usage
mining [9, 10]. The user is allocated to one of several categories, after which information inferred for this
user is appropriately varied. Yet another domain of application that is traditional for clustering is decision
support in data analysis.

Methods of cluster analysis are used to study and analyze the user data of Web servers. Of particular
interest in the present study is the selection of the subject of clustering. The rejection of the traditional
approach is due to the fact that difficulties arise when making a choice of metric; a second factor is that the
volume of user data is excessively large. In clustering it is always necessary to solve two problems, first, that
of choosing a metric and, second, choosing an algorithm. The choice of a matric is the basic problem in clus-
tering of user data. For a number of reasons, classical Euclidean metrics often prove to be inefficient.

Existing approaches cluster Web users and are fundamental in the analysis of user sessions. They ignore
the dynamic nature of user data. In the present article we will concentrate on the discovery of new knowl-
edge that is basic in the development of new methods (clustering of Web users).

Introduction of the concept of resemblance of objects derived from observable variables is the basic
problem in creating a classification. Objects that possess similar characteristics must be placed in the same
cluster. The concept of a metric is introduced to arrive at a quantitative assessment of similarity. The degree
of similarity or difference between objects is determined by the metric distance between them. Different
measures of distance between objects are used.

The choice of a measure of distance and of weights for classified objects is a very important stage of
cluster analysis. This is because the composition and number of clusters that are created as well as the degree
of similarity of objects depend on the particular measure and the particular weight that are chosen.

There are many different methods of clustering. The most commonly used methods are different modi-
fications of the 

 

K

 

-means method [8, 11]. In the present study we will use the 

 

K

 

-means method. On the first
stage the method will be used to identify groups of users in terms of daily activity. On the second stage the
daily activity over the course of a week will be determined with respect to each of the obtained groups.

3. CLUSTERING OF WEB USERS

One of the most interesting methods of analysis of log files is that of clustering of Web users [10, 12, 13].
Clustering of Web users involves partitioning the set of users into clusters using Web access logs so that the
users that fall within the same cluster are considerably more similar to each other than to any of the users
of the other clusters. Clusters may assist in the analysis of Web content and provide a guide on operational
transformation of the content of a Web site. It is also worth noting that implementing clustering of Web users
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may provide the Web administrator with information about the behavior of users, their range of interests,
and information about frequently queried Web resources.

Hierarchical methods of cluster analysis are not suitable where there is a large volume of data. In such
cases nonhierarchical methods based on partitioning are used; these include iterative methods of fragment-
ing the initial population. In the course of partitioning, new clusters are formed until a halting rule is satis-
fied. The 

 

K

 

-means algorithm constructs 

 

k

 

 clusters situated at the greatest possible distances from each other.
The basic type of problem which this algorithm may be used to solve concerns the existence of hypotheses
concerning the number of clusters, moreover, these clusters must be as different as possible. The choice of
the number 

 

k

 

 may be based on results of preceding studies, theoretical considerations, or intuition.
Using the 

 

K

 

-means clustering method, sets of users may be partitioned in terms of daily activity into
clusters thus:

Using this technique, the activity of users may be analyzed and, using the number of users in each cluster,
the daily activity may be determined, as shown below:

where  is the day of the week and 

 

k

 

 the number of clusters.

An implementation of the algorithm by the 

 

K

 

-means method may be demonstrated in the following form:
(1) Initial distribution of objects (users) into clusters.
Select points 

 

k

 

; these are to be considered the “centers” of the clusters.
As a result, each object is assigned to a definite cluster.
(2) Iterative process.
Compute the centers of the clusters, which are then and subsequently considered the coordinate centers

of each cluster. The objects are again redistributed.
The process of computing the centers and redistributing objects continues until one of the following two

conditions is satisfied:
• cluster centers are stabilized, i.e., all observations belong to the cluster to which they had been assigned

prior to the current iteration;
• the number of clusters is equal to the maximal value.
After the results of a cluster analysis by the 

 

K

 

-means method have been obtained, it is necessary to check
that the clustering is correct (i.e., to estimate the extent to which the clusters differ from each other). For this
purpose, the mean value is computed for each cluster. For a good clustering, strongly different means for all
the measurements or for at least most measurements must be obtained.

The following are among the advantages of the 

 

K

 

-means algorithm [11]:
• simplicity and speed of use;
• intelligibility and transparency of algorithm.
Among the drawbacks of the 

 

K

 

-means algorithm, we may note the following:
• the algorithm is excessively sensitive to outliers, which may distort the mean. One possible solution is

to use a modification of the algorithm, called the 

 

K

 

-median algorithm.
• the algorithm may function slowly on large databases. One possible solution is to use data samples.
It should be noted that besides the use of data mining for the analysis of Web server data, there exist other,

traditional analytic techniques oriented towards the graphic representation of data of server operation. These
techniques provide a representation of the quantitative characteristics, e.g., number of visitors or number of
calls to a particular document, and may be considered the simplest techniques for the representation of
reports. But these techniques do not supply information about possible laws, including hidden laws.
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4. CONCLUSION
There is much attention being devoted today to the creation of methods and computational techniques

for the analysis of log files, monitoring of network activity, and on tracking viruses and hacker programs.
In the present study a model was developed for the analysis of the activity of Web users through the use of
statistical data of a Web server.

The widespread use of the World Wide Web continues to increase, and, therefore, there is a need for the
development of a technique and toolkits for the detection and processing of information. The basic software
problem for the analysis of Web traffic is that of extracting useful information from server log files. For this
purpose, it is necessary to create professional Web analyzers. It should be noted that the state of Web ana-
lyzers at present does not completely satisfy the above requirements. The development of models for study-
ing the activity of Web users may assist in the creation of professional analyzers.
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